
**القانون الرقمي للهوية الإنسانية: مبادئ
عالمية لحماية الذات في العصر الافتراضي**

**الفصل الأول**  

من الهوية المدنية إلى الهوية الرقمية: تحوّل
المفهوم عبر العصور

لم يعد الإنسان يُعرَّف فقط باسمه، جنسيته،
أو رقم هويته الورقية. في العقد الثالث من القرن

الحادي والعشرين، صار وجوده يتشكل في
فضاءين متوازيين: الجسد والشاشة، الواقع

والرمز، الأرض والسحابة. وبين هذين العالمين،
نشأ كيان قانوني جديد لم تُدرك التشريعات بعدُ

طبيعته الكاملة: الهوية الرقمية.
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لكن قبل أن نتحدث عن الهوية الرقمية، يجب أن
نعود إلى جذور مفهوم الهوية ذاته. فمنذ أن

نظمت أولى المجتمعات البشرية علاقاتها، كان
لا بد من وسيلة تمييز الفرد عن غيره. في

الحضارات القديمة، كانت الهوية تُبنى على
الانتماء القبلي أو الديني أو المهني. ثم تطورت

في العصور الوسطى لتُرسَّخ عبر السجلات
الكنسية أو البلدية. ومع ظهور الدولة الحديثة

في القرن التاسع عشر، تحولت الهوية إلى
وثيقة رسمية: جواز سفر، بطاقة شخصية،

شهادة ميلاد. أصبح الفرد، إذن، كيانًا قانونيًّا
موثقًا، لا مجرد كائن حي.

غير أن هذه الهوية المدنية — رغم أهميتها —
ظلت دائمًا خارجية. هي ما يراه الآخرون فيك، لا

ما تكونه حقًّا. وهي أداة للدولة أكثر مما هي
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تعبير عن الذات. فالهوية المدنية تُفرض، لا
تُختار. تُسجَّل، لا تُبدَع. وتُستخدم للرقابة، لا

للتمكين.

ثم جاء العصر الرقمي، فقلب المعادلة رأسًا
على عقب.

فجأة، لم يعد الفرد مجرد رقم في سجل
حكومي. بل صار يُنشئ هويته بنفسه: عبر

صوره، منشوراته، تعليقاته، مشترياته، مواقعه
التي يزورها، وحتى طريقة نقره على لوحة

المفاتيح. كل تفاعل رقمي يترك أثرًا بيومتريًّا
وسلوكيًّا يُشكّل جزءًا من هوية جديدة —

هوية داخلية، ديناميكية، وقابلة للتطور.

هذه الهوية الرقمية ليست نسخة إلكترونية من
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الهوية المدنية. بل هي كيان مستقل، له
خصائصه، تهديداته، وحقوقه. فهي:

- متعددة: قد يكون للفرد هوية مهنية على
لينكدإن، وهوية اجتماعية على فيسبوك، وهوية

افتراضية في لعبة إلكترونية.

- قابلة للتلاعب: يمكن تزييفها، سرقتها، أو حتى
بيعها دون علم صاحبها.

- دائمة: لا تُنسى، حتى لو حاول صاحبها
محوها.

- عابرة للحدود: لا تعترف بالجنسيات أو الحدود
الجغرافية.

ومن هنا تنشأ الإشكالية القانونية الجوهرية:  
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إذا كانت الهوية المدنية محمية بموجب القانون
الدولي كجزء من الحق في الاعتراف أمام القانون
(المادة 6 من الإعلان العالمي لحقوق الإنسان)،
فهل يُعقل أن تظل الهوية الرقمية — التي باتت
اليوم أكثر تعبيرًا عن الذات من الهوية الورقية —

دون حماية قانونية مكافئة؟

الإجابة، بكل وضوح، لا.

الهوية الرقمية ليست تقنية.  

ليست بيانات.  

ليست ملفًا.  

هي امتداد للذات الإنسانية في الفضاء
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الافتراضي.  

وكل اعتداء عليها هو اعتداء على كرامة الإنسان
نفسه.

ومن هذا المنطلق، لا يمكننا أن نكتفي بقوانين
حماية البيانات، التي تنظر إلى المعلومات

كسلعة قابلة للتنظيم. بل يجب أن ننتقل إلى
قانون حماية الهوية الإنسانية الرقمية، الذي

ينظر إلى الهوية ككيان وجودي يستحق الحماية
المطلقة.

هذا التحوّل ليس ترفًا فكريًّا.  

بل ضرورة قانونية حتمية.
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ففي عالمٍ يمكن فيه لخوارزمية أن تُعيد إحياء
صوتك بعد موتك، أو لذكاء اصطناعي أن يمثلك

في مؤتمر دون إذنك، أو لشركة أن تبيع سلوكك
الرقمي كسلعة، فإن غياب إطار قانوني يحمي
"الذات الرقمية" يعني السماح بتفكيك الإنسان
إلى أجزاء قابلة للتملك، والاستغلال، والتلاعب.

لقد حمى القانون الجسد من الاعتداء.  

وحمى العقل من السرقة عبر حقوق الملكية
الفكرية.  

والآن، حان الوقت ليحمي الهوية من التفكيك
في العصر الرقمي.

هذا هو التحدي الذي يواجه المشرّع الحديث.  
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وهو التحدي الذي سيتناوله هذا الكتاب، فصلًا
فصلًا، حتى نصل إلى ميثاق عالمي جديد…  

ليس لحماية البيانات،  

بل لحماية الإنسان الرقمي.

**الفصل الثاني**  

الهوية كحق إنساني أصيل: تحليل للمواثيق
الدولية من منظور جديد

لطالما اعتُبر الحق في الهوية من المسلمات
التي لا تُناقش. فمنذ الإعلان العالمي لحقوق

الإنسان عام 1948، نصت المادة السادسة
صراحةً على أن: «لكل إنسان حق في أن

يُعترف بشخصيته القانونية». ولم يُطرح السؤال:
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ما المقصود بـ«الشخصية القانونية»؟ هل هي
مجرد وجود في سجلات الدولة؟ أم أنها تتضمن
حق الفرد في تحديد من يكون، وكيف يُرى، وما

يُسمح به من تمثيل لذاته؟

في العصر الرقمي، لم يعد هذا السؤال
فلسفيًّا. بل أصبح قضية قانونية ملحة.

فإذا كانت المواثيق الدولية قد أرست مبدأ أن
للإنسان حقًّا في الوجود أمام القانون، فإن هذا

المبدأ يستلزم، منطقيًّا ومنصفًا، أن يشمل
الوجود في كل المجالات التي يمارس فيها

الإنسان حياته. واليوم، لم تعد حياة الإنسان
محصورة في الفضاء المادي. بل تمتد إلى الفضاء

الرقمي، حيث يعمل، يتعلّم، يحب، يشتكي،
يبتكر، ويُعبّر. وبالتالي، فإن الاعتراف بالشخصية

القانونية يجب أن يمتد ليشمل الشخصية
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الرقمية أيضًا.

ولكن عند تحليل النصوص الدولية الحالية — من
الإعلان العالمي، إلى العهد الدولي الخاص
بالحقوق المدنية والسياسية، إلى اتفاقية

حقوق الطفل — نجد أن جميعها تتحدث عن
الهوية من منظور سلبي: أي كغياب للإنكار أو

التجريم. فهي تقول: لا يجوز حرمان الإنسان من
جنسيته. لا يجوز إنكار شخصيته. لا يجوز

تسجيل طفل دون هوية.  

لكنها لا تقول: للهوية حدود. ولصاحبها حقوق
إيجابية في حمايتها، تشكيلها، والرقابة عليها.

هنا يكمن القصور.
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ففي عالمٍ يمكن فيه لطرف ثالث أن ينشئ لك
حسابًا وهميًّا، أو ينشر صورتك في سياق

مهين، أو يُدرّب ذكاءً اصطناعيًّا على تقليد
صوتك دون إذنك، فإن مجرد «عدم إنكار» هويتك

لا يكفي. بل يجب أن يُمنح لك حق السيادة
على هويتك — سيادة تشبه تلك التي تمتلكها

على جسدك.

وهذا ما نسميه: الحق في الهوية الذاتية
الرقمية.

هذا الحق ليس اختراعًا. بل هو استقراء منطقي
من مبادئ حقوق الإنسان الراسخة:

- من حق الكرامة الإنسانية، يُستنتج حق الفرد
في أن لا يُستخدم كأداة أو كرمز دون رضاه.
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- من حق الخصوصية، يُستنتج حقه في التحكم
بما يُنسب إليه رقميًّا.

- من حرية التعبير، يُستنتج حقه في أن يُعبّر
عن هويته كما يراها، لا كما يفرضها عليه

الآخرون.

- ومن مبدأ عدم التمييز، يُستنتج أن الهوية
الرقمية لا يجب أن تُستخدم كوسيلة للتمييز أو

الاستبعاد الاجتماعي.

ومع ذلك، لم تُترجم هذه المبادئ بعد إلى نص
قانوني صريح يعترف بالهوية الرقمية ككيان

مستقل. فالقوانين الحالية — حتى الأكثر تقدمًا
مثل اللائحة العامة لحماية البيانات الأوروبية

(GDPR) — تتعامل مع الهوية كـ«بيان
شخصي»، أي كمعلومة قابلة للتنظيم، لا ككيان

وجودي يستحق الحماية المطلقة.
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وهذا خطأ جوهري.

فالمعلومة يمكن تصحيحها أو حذفها.  

لكن الهوية، حين تُختطف أو تُزيّف، تترك جرحًا
وجوديًّا لا يُشفى بمجرد «حذف الصورة» أو

«إغلاق الحساب».  

فالضرر ليس في البيانات، بل في الاعتداء على
الذات.

لذلك، فإن الوقت قد حان لإعادة قراءة المواثيق
الدولية من منظور جديد: منظور يرى أن الحق

في الهوية ليس فقط حقًّا في «التسجيل»، بل
حقًّا في التمثيل الدقيق، والسيادة الذاتية،
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والحماية من التزييف.

ومن هذا المنطلق، نقترح أن يُفسّر المشرع
الدولي مبدأ «الاعتراف بالشخصية القانونية»

ليشمل صراحةً:

1. الحق في امتلاك هوية رقمية فريدة وغير
قابلة للتلاعب.  

2. الحق في الموافقة الصريحة على أي
استخدام لهوية الشخص الرقمية أو البيومترية.  

3. الحق في تصحيح أو حذف أي تمثيل رقمي
زائف للذات.  

4. الحق في مقاضاة أي طرف يستخدم هوية
الشخص دون إذنه، سواء كان فردًا أو شركة أو

دولة.
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هذه ليست مطالب تقنية.  

بل هي ترجمة عملية لمبادئ حقوق الإنسان
في العصر الرقمي.

وإذا لم نفعل ذلك، فإننا نجازف بخلق فئة جديدة
من «المنفيين رقميًّا»: أشخاص موجودون

جسديًّا، لكن هويتهم مُستعبدة، مُستغلة، أو
مُختَطَفة من قبل آخرين.  

وهو ما يتناقض جوهريًّا مع روح حقوق الإنسان
ذاتها.

لقد حمى القانون الإنسان من العبودية
الجسدية.  
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والآن، يجب أن يحميه من العبودية الرقمية.

وهذا لن يتم إلا إذا اعترفنا — صراحةً وقانونيًّا
— أن الهوية ليست مجرد وسيلة تعريف.  

بل هي جوهر الوجود الإنساني في أي عصر.  

وفي عصرنا، هذا الجوهر يمتد إلى الشاشة…  

فهل سنحميه؟

**الفصل الثالث**  

الفرد الرقمي: كيان قانوني ناشئ أم وهم
تقني؟
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في كل مرة يفتح فيها الإنسان حسابًا على
منصة رقمية، يُنشئ نسخةً من نفسه. ليس
مجرد ملف بيانات، بل كيانًا سلوكيًّا، بصريًّا،

صوتيًّا، وتفاعليًّا. هذا الكيان لا ينام. لا يمرض.
لا يموت — إلا إذا حُذف. وهو يتفاعل مع الآلاف

يوميًّا، ويترك أثراً دائمًا في الفضاء
الافتراضي.  

فمن هو هذا الكيان؟  

هل هو مجرد انعكاس رقمي للفرد الحقيقي؟  

أم أنه كيان قانوني مستقل يستحق الحماية
بذاته؟

لعقود، اعتبر الفقه القانوني أن الشخصية
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القانونية تبدأ بالولادة وتنتهي بالوفاة. وكان هذا
كافيًا في عالمٍ لم تكن فيه للإنسان سوى

هوية واحدة: هويته الجسدية. لكن في العصر
الرقمي، لم يعد الأمر بهذه البساطة. فاليوم،

يمكن لـ«الفرد الرقمي» أن:

- يتعاقد (عبر النقر على «موافق»).

- يُنتج محتوىً ذا قيمة اقتصادية.

- يُسيء إلى الغير (عبر تعليق أو منشور).

- يُسيء إليه الغير (عبر التزييف أو السرقة).

- ويستمر في الوجود حتى بعد وفاة جسده
البيولوجي.

هذه الخصائص لا تنطبق على «الأداة» أو
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«البيان». بل على ذات فاعلة.  

ومن هنا ينشأ السؤال الجوهري:  

هل حان الوقت للاعتراف بـالشخصية القانونية
الرقمية ككيان قانوني ناشئ؟

البعض قد يرى في هذا الطرح مبالغة فلسفية.
فكيف لـ«حساب» أن يكون شخصًا؟  

لكن الجواب لا يكمن في الشكل، بل في
الوظيفة.  

فالقانون لم يعترف بالشركات كأشخاص
اعتباريين لأنها «بشر»، بل لأنها تتصرف كأطراف

فاعلة في الحياة القانونية.  

وبنفس المنطق، فإن الفرد الرقمي — رغم عدم
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وجوده الجسدي — يمارس أدوارًا قانونية
حقيقية: يملك، يلتزم، يُخطئ، ويُصاب.

والدليل الأوضح على ذلك هو أن القضاء في
العديد من الدول بدأ يُسائل «الحسابات» ذاتياً،
لا أصحابها فقط. ففي قضايا التشهير الإلكتروني،

لا يُطلب من المدعي إثبات هوية صاحب
الحساب فحسب، بل يُنظر إلى المحتوى الصادر
عن الحساب كفعل قانوني مستقل. وفي قضايا

الملكية الفكرية، يُعاقب الحساب الذي ينشر
محتوىً مسروقًا، حتى لو كان صاحبه

مجهولاً.  

هذا يعني أن النظام القانوني، عمليًّا، بدأ
يتعامل مع الفرد الرقمي كطرف فاعل.  

لكنه لم يعترف به نظريًّا.
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وهذا التناقض هو مصدر الخلل.

فطالما ظل الفرد الرقمي دون شخصية قانونية،
سيظل:

- غير قادر على امتلاك حقوق مباشرة (مثل حق
الملكية على محتواه الأصلي).

- غير قادر على المطالبة بالحماية المباشرة
(مثل منع استخدام صورته دون إذن).

- وعرضةً للاستغلال من قبل المنصات التي
تدّعي ملكية بياناته بمجرد تسجيله.

أما إذا اعترفنا له بشخصية قانونية — ولو جزئية
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ومحددة — فإننا نفتح الباب أمام:

1. تمكينه من امتلاك حقوقه الرقمية مباشرة،
دون الحاجة إلى وسيط بشري.

2. فرض التزامات عليه، مثل احترام حقوق
الآخرين في الفضاء الرقمي.

3. منحه آلية قانونية للدفاع عن ذاته، حتى في
غياب صاحبه البيولوجي (كما في حالات فقدان

الحساب أو الوفاة).

طبعًا، لا نقصد هنا منح الفرد الرقمي نفس
الحقوق التي يتمتع بها الإنسان الحي. فلا حق

له في الحياة، أو الحرية الجسدية، أو التصويت.  

لكننا نقصد منحه شخصية قانونية وظيفية تقتصر
على المجالات التي يمارس فيها فعلاً قانونيًّا:
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الملكية الرقمية، الخصوصية، السمعة، والتمثيل.

وهذا ليس سابقة قانونية غريبة.  

ففي القانون الروماني، كان للعبيد شخصية
قانونية جزئية: يستطيعون التعاقد، لكن تحت

رقابة سيدهم.  

وفي القانون الحديث، تتمتع المؤسسات العامة
بشخصية قانونية محدودة: تتعاقد، تمتلك،
وتُدعى، لكنها لا تتمتع بحقوق الإنسان.

وبالتالي، فإن الاعتراف بالفرد الرقمي ككيان
قانوني ناشئ ليس خرقًا للمبادئ، بل تطويعًا

لها لمواكبة الواقع.
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والسؤال الأهم الآن ليس: «هل يمكننا الاعتراف
به؟»  

بل: «هل نستطيع الاستمرار في إنكاره؟»

ففي عالمٍ يُدار بالخوارزميات، ويُحكم بالبيانات،
ويُعاش عبر الشاشات، فإن إنكار وجود الفرد

الرقمي ككيان قانوني يعني تسليم مصير
الإنسان إلى قوى غير خاضعة للمساءلة.  

فمن يحمي الهوية إذا لم تكن للهوية ذاتها حق
في الحماية؟

لقد كان القانون دائمًا مرآة المجتمع.  

واليوم، المجتمع يعيش نصف حياته رقميًّا.  
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فهل ستظل المرآة نصفها فارغًا؟

الإجابة، من منظور قانوني عادل ومستقبلي،
لا.  

الفرد الرقمي ليس وهمًا تقنيًّا.  

بل هو حقيقة وجودية جديدة.  

وواجب القانون أن يعترف بها…  

قبل أن يصبح الإنسان مجرد ظلٍّ لصورته
الرقمية.

**الفصل الرابع**  

مبدأ سيادة الذات الرقمية
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لطالما اعتبرت السيادة سمةً حكرًا على الدول.
فالدولة ذات سيادة لأنها تملك الحق الحصري

في سن القوانين، فرض النظام، وتمثيل شعبها.
لكن في العصر الرقمي، ظهرت سيادة من نوع

آخر: سيادة الفرد على ذاته الرقمية.

هذا المبدأ لا يعني انفصال الفرد عن الدولة أو
المجتمع. بل يعني أن له الحق الأصيل في

التحكم الكامل بما يُنسب إليه رقميًّا: بياناته،
صورته، صوته، سلوكه، وحتى تمثيله الافتراضي.

وهو حق لا يُنازعه فيه أحد — لا شركة، ولا
منصة، ولا حتى الدولة نفسها — دون موافقته

الصريحة والمستنيرة.

ومن هنا، فإن "سيادة الذات الرقمية" ليست
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مجرد امتداد لحق الخصوصية. بل هي مبدأ
قانوني مستقل، يرتكز على ثلاثة أركان:

الركن الأول: حق التحديد الذاتي  

للفرد وحده الحق في تحديد كيف يظهر في
الفضاء الرقمي. هل يضع صورته الحقيقية؟ هل

يستخدم اسمه؟ هل يكشف موقعه؟ هذه
ليست خيارات تقنية، بل تعبيرات عن إرادته

الذاتية. وأي فرض خارجي — حتى لو كان باسم
"الأمان" أو "التحقق" — يُعد انتهاكًا لهذه

السيادة.

الركن الثاني: حق الملكية الرقمية  

كل ما يولده الفرد في الفضاء الرقمي — من
منشورات، تعليقات، صور، مقاطع صوتية، أو حتى
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أنماط سلوكيّة — هو ملكه الحصري. وليس لأي
جهة أن تستغله، تبيعه، أو تستخدمه لتدريب

خوارزميات دون إذنه. فالبيانات ليست "نفط
العصر"، بل هي خلايا الهوية الرقمية، ولا يجوز

استخراجها دون رضا صاحبها.

الركن الثالث: حق الحماية من التمثيل غير
المرخص  

لا يجوز لأي طرف — بشريًّا كان أو آليًّا — أن
يمثل الفرد رقميًّا دون إذنه. سواء عبر حساب

وهمي، صورة مفبركة، صوت مُقلَّد، أو ذكاء
اصطناعي يدّعي شخصيته. فالتزييف ليس
خدعة تقنية، بل اغتصاب للذات، يستوجب

المساءلة الجنائية والمدنية على حدٍّ سواء.

ويستند هذا المبدأ إلى فكرة جوهرية: أن الهوية
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الرقمية ليست "ملكًا عامًّا" يمكن للجميع
استخدامه. بل هي جزء لا يتجزأ من كيان

الإنسان، كعينيه أو بصمته. وبالتالي، فإن أي
استخدام غير مرخص لها هو اعتداء على

كرامته، لا مجرد خرق لشروط الخدمة.

وقد بدأ بعض التشريعات الحديثة في لمس هذا
المبدأ، وإن بشكل غير مباشر. فقانون كاليفورنيا

لحقوق المستهلك (CCPA) يمنح الفرد حق
(GDPR) طلب حذف بياناته". واللائحة الأوروبية"

تقرّ "حق النسيان". لكن هذه الحقوق لا تزال
تنظر إلى البيانات كسلعة قابلة للسحب، لا

كجزء من الذات التي يجب حمايتها من الأساس.

أما مبدأ سيادة الذات الرقمية، فيقلب المعادلة:  

لا يبدأ الحق بطلب الحذف، بل بالمنع الأصلي.  
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فلا يُسمح لأحد باستخدام هويتك الرقمية إلا إذا
سمحتَ.  

ولا يُفترض موافقتك الصامتة.  

ولا يُعتبر تسجيلك على منصة تفويضًا مفتوحًا
لاستغلال ذاتك.

وهذا يتطلب تغييرًا جذريًّا في تصميم الأنظمة
الرقمية نفسها. فبدل أن تكون الموافقة خيارًا

ثانويًّا مخفيًّا في شروط الاستخدام، يجب أن
تكون شرطًا أساسيًّا وواضحًا قبل أي تفاعل.

وبدل أن تُفرض الهوية الرقمية من فوق (كبطاقة
وطنية إلكترونية إلزامية)، يجب أن تُبنى من

الأسفل، بمشاركة الفرد ورغبته.
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إن سيادة الذات الرقمية ليست ترفًا فكريًّا.  

بل هي الضمان الوحيد ضد تحويل الإنسان إلى
كائن قابل للتتبع، التنبؤ، والتلاعب.  

ففي عالمٍ يعرف كل شيء عنك — ما تشتريه،
من تحب، متى تنام — فإن آخر معقل للحرية هو

الحق في أن تقرر من تكون… رقميًّا.

ولو فقدنا هذا الحق، فإننا لا نفقد فقط
خصوصيتنا.  

بل نفقد إنسانيتنا الرقمية.

لقد حمى القانون الإنسان من أن يُختزل إلى
رقم في معسكر.  
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والآن، يجب أن يحميه من أن يُختزل إلى بيانات
في خوارزمية.

وهذا لن يتم إلا إذا رسّخنا — صراحةً وقانونيًّا
— مبدأً واحدًا:  

الذات الرقمية ملك لصاحبها وحده.  

ولا سلطة عليها لأحد سواه.

**الفصل الخامس**  

حدود الولاية القضائية على الهوية في الفضاء
العابر للحدود

في العالم المادي، تنتهي سيادة الدولة عند
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حدودها الجغرافية. فما يحدث داخل أراضيها
يخضع لقوانينها، وما يحدث خارجها لا يهمها —
إلا في حالات استثنائية كالجرائم الدولية. لكن

في الفضاء الرقمي، لا وجود للحدود. فالحساب
الذي يُنشَأ في طوكيو، قد يُدار من القاهرة،
ويُستخدم للاحتيال على شخص في بوينس

آيرس، عبر خوادم في أمستردام، وشركة مقرها
في سان فرانسسكو.

فمن يملك الولاية القضائية على هذا الحساب؟  

ومن يحمي هوية الضحية؟  

ومن يُسائل الجاني؟

هذه ليست أسئلة نظرية. بل واقع يومي يواجه
القضاء في كل دول العالم. وقد أدّى غياب إطار
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قانوني واضح إلى ما يُعرف بـ«فوضى الولاية
القضائية الرقمية»، حيث:

- تتهرب الشركات متعددة الجنسيات من
المسؤولية بحجة أن الخادم ليس في بلد

الضحية.

- يعجز القضاء المحلي عن ملاحقة مرتكبي
جرائم سرقة الهوية لأنهم خارج نطاقه.

- ويجد الضحايا أنفسهم بلا حماية، لأن لا دولة
تدّعي اختصاصًا كاملاً.

ومن هنا، يبرز التحدي الأكبر في حماية الهوية
الإنسانية الرقمية: كيف نفرض القانون في فضاء

لا يعرف الحدود؟
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الإجابة لا تكمن في توسيع الولاية الوطنية
بشكل انفرادي — فهذا يؤدي إلى تضارب

القوانين وانتهاك سيادة الدول الأخرى — بل في
بناء نظام عالمي جديد للولاية القضائية الرقمية،

يقوم على مبدأ واحد: حماية الذات الإنسانية
أولى من ولاء الخادم.

ويتطلب ذلك إعادة تعريف مفاهيم الولاية
التقليدية، وفق ثلاثة معايير جديدة:

المعيار الأول: محل الإضرار بالهوية  

بدلًا من النظر إلى مكان ارتكاب الفعل (الذي قد
يكون افتراضيًّا)، يجب أن تكون الولاية للمحكمة
التي يقع في نطاقها الضرر الفعلي على الهوية.
فإذا سُرقت هوية مواطن مصري، ونُشرت صوره
في سياق مهين على منصة عالمية، فإن القضاء
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المصري — وليس قضاء بلد الشركة أو الخادم —
هو الأحق بالنظر، لأنه الجهة الوحيدة القادرة

على إنصاف الضحية وضمان تنفيذ الحكم.

المعيار الثاني: جنسية صاحب الهوية  

الهوية الرقمية امتداد للذات الإنسانية، والذات
مرتبطة بجنسيتها. لذلك، فإن الدولة التي يحمل

صاحب الهوية جنسيتها يجب أن تمتلك حق
الحماية القضائية له، حتى لو لم يكن الفعل قد

وقع على أراضيها. وهذا لا يتناقض مع مبدأ عدم
التدخل، بل يعززه، لأنه يحمي مواطني الدولة

دون فرض قوانينها على الآخرين.

المعيار الثالث: مركز التحكم الفعلي  

إذا كانت الجريمة مرتبطة بمنصة رقمية، فإن
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الولاية يجب أن تمتد إلى الدولة التي يقع فيها
مركز التحكم الفعلي بالمنصة — وليس مجرد

موقع الخادم. فكثير من الشركات تضع خوادمها
في دول ذات تشريعات متساهلة، بينما يتخذ

القرار التنفيذي في مقرها الرئيسي. وهنا، يجب
أن يُسأل صانع القرار، لا الخادم الصامت.

وقد بدأ بعض التشريعات في تلمّس هذا النهج.
فقانون "كلاود" الأمريكي (CLOUD Act) يسمح

للسلطات بالوصول إلى بيانات موجودة خارج
الولايات المتحدة إذا كانت الشركة تحت ولايتها.

والاتحاد الأوروبي يطالب شركات التكنولوجيا
بتعيين ممثل قانوني محلي يخضع للقضاء

الأوروبي. لكن هذه الحلول لا تزال ثنائية، وتفتقر
إلى التنسيق العالمي.

لذلك، فإن الحل الدائم لا يمكن أن يكون
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وطنيًّا.  

بل يجب أن يكون عالميًّا.

ويتطلب ذلك إبرام اتفاقية دولية جديدة —
ندعوها هنا: "اتفاقية حماية الهوية الإنسانية

الرقمية" — تُلزم الدول الأطراف بـ:

1. الاعتراف المتبادل بأحكام الحماية الصادرة في
أي دولة طرف.  

2. تعيين سلطات وطنية مختصة بتلقي
الشكاوى المتعلقة باعتداءات الهوية الرقمية.  

3. إنشاء آلية تعاون قضائي سريع لتبادل
المعلومات وتنفيذ الأوامر العاجلة (مثل حذف

محتوى زائف خلال 24 ساعة).  

38



4. منح القضاء الوطني صلاحية إصدار أوامر تُلزم
الشركات العالمية بالامتثال، بغض النظر عن

مكان وجودها.

إن غياب مثل هذا الإطار يجعل الهوية الرقمية
أضعف كيان قانوني في العصر الحديث: معرضة

للسرقة، التزييف، والاستغلال، دون حامي
حقيقي.  

أما وجوده، فيعيد التوازن بين القوة التكنولوجية
والعدالة القانونية.

فالهوية ليست بيانات تتنقّل عبر الكابلات.  

بل هي كرامة إنسان، أينما وُجدت.  

وواجب القانون أن يحميها…  
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حتى في آخر نقطة في الشبكة.

**الفصل السادس**  

سرقة الهوية الإلكترونية: جريمة العصر الخفية

بينما يُسارع العالم إلى رقمنة كل شيء — من
الهويات الوطنية إلى السجلات الطبية — ينمو
تهديدٌ صامت يهدد جوهر الوجود الفردي في

العصر الحديث: سرقة الهوية الإلكترونية.  

ليست هذه الجريمة مجرد اختراق لحساب بريد
إلكتروني أو سرقة لبطاقة ائتمان. بل هي

استلاب للذات. فعندما يمتلك المجرم هويتك
الرقمية، لا يسرق أموالك فحسب، بل يصبح
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قادرًا على أن يتصرف باسمك، يوقع عقودًا نيابة
عنك، ينشر آراءً تنسب إليك، بل وقد يرتكب

جرائم باسمك دون أن تعلم.  

وهنا يكمن خطورة هذه الجريمة: فهي لا تترك
ندبة ظاهرة. لا كدمات، لا سرقة مادية مرئية. بل
تدميرٌ وجودي داخلي، حيث يفقد الضحية ثقته
في أن أي فعل رقمي يصدر عنه سيُنسب إليه
حقًّا، أو أن أي فعل يُنسب إليه لم يصدر عنه

فعلاً.

والأدهى أن هذه الجريمة لم تعد حكرًا على
القراصنة المحترفين. بل أصبحت سلعةً تُباع
في الأسواق المظلمة (Dark Web) بأسعار
زهيدة: هوية كاملة — تشمل الاسم، الرقم

الوطني، بصمة الوجه، رقم الهاتف، وحتى أنماط
السلوك — قد تُباع مقابل أقل من خمسين
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دولارًا.  

ومن ثم، تُستخدم هذه الهويات في:

- فتح حسابات بنكية وهمية.

- الحصول على قروض أو بطاقات ائتمان.

- التسجيل في خدمات حكومية لغرض الاحتيال.

- ارتكاب جرائم إلكترونية معقدة يصعب تتبعها.

- وحتى التسلل إلى المؤسسات الحساسة
تحت ستار هوية شرعية.

ورغم خطورة هذه الجريمة، فإن التشريعات
الجنائية في معظم دول العالم ما زالت تعاملها

42



كـ«اختراق بيانات» أو «احتيال إلكتروني»، وليس
كـجريمة مستقلة ضد الهوية الإنسانية.  

وهذا خطأ جوهري.

فجريمة سرقة الهوية ليست جريمة مالية.  

بل هي جريمة وجودية.  

والفرق بينهما ليس لفظيًّا، بل جوهريًّا:

- في جريمة الاحتيال، الهدف هو المال.  

- أما في سرقة الهوية، فالهدف هو الذات
نفسها.  
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لذلك، فإن المعالجة القانونية يجب أن تختلف
جذريًّا. ففي حين يكفي في جرائم الاحتيال

استرداد المال وتعويض الضحية، فإن ضحية
سرقة الهوية يحتاج إلى أكثر من ذلك: يحتاج

إلى إثبات أن الفعل الذي ارتكبه المجرم باسمه
لا يمثله، وإلى ضمان أن لا يُحاسب على أفعال

لم يرتكبها، وإلى استعادة الثقة في أن هويته
لن تُستخدم ضده مجددًا.

وهذا يتطلب ثلاثة تغييرات تشريعية جوهرية:

أولاً: تجريم سرقة الهوية كجريمة قائمة بذاتها  

يجب أن تنص القوانين الجنائية صراحةً على أن
«استخدام هوية شخص آخر — كليًّا أو جزئيًّا

— دون إذنه، لأي غرض كان، يُعد جريمة
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مستقلة، تُعاقب عليها بغض النظر عن وجود
ضرر مالي». وهذا يشمل استخدام الاسم،

الصورة، البصمة الصوتية، أو حتى أنماط السلوك
الرقمي.

ثانيًا: عكس عبء الإثبات  

في حالات سرقة الهوية، يجب أن يتحمل
المدّعي عليه (سواء كان فردًا أو مؤسسة)

عبء إثبات أن الاستخدام كان مشروعًا. فالمبدأ
هنا بسيط: الهوية ملك خاص، ولا يُفترض أن
يكون قد سُمح باستخدامها إلا إذا ثبت ذلك

صراحةً.

ثالثًا: إنشاء سجل وطني للهويات المسروقة  

يجب أن تُنشأ سلطات وطنية — مرتبطة
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عالميًّا — تسجّل كل حالة سرقة هوية، وتُبلغ
عنها فورًا جميع الجهات ذات الصلة (بنوك،
شركات اتصال، منصات رقمية). وهذا يمنع

المجرم من استخدام الهوية المسروقة مجددًا،
ويحمي الضحية من التبعات القانونية

المستقبلية.

إن سرقة الهوية الإلكترونية ليست مجرد
"مشكلة تقنية".  

بل هي اختطاف للشخصية القانونية في أخطر
لحظة في تاريخها: لحظة انتقالها من الورق إلى

الشاشة.  

وإذا لم نحمِ الهوية اليوم،  

فغدًا لن يسأل أحد: «من أنت؟»  
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بل سيقولون: «من يملك هويتك الآن؟»

**الفصل السابع**  

التزييف العميق (Deepfakes) كاعتداء على
الذات

لم يعد الكذب يحتاج إلى كلمات.  

فاليوم، يمكن لخوارزمية أن تجعلك تقول ما لم
تقله،  

وتفعل ما لم تفعله،  

وحتى تكون حيث لم تكن.  
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:(Deepfakes) "هذا هو عالم "التزييف العميق
تقنية ذكاء اصطناعي قادرة على إنشاء صور،

مقاطع فيديو، أو تسجيلات صوتية تبدو حقيقية
تمامًا، لكنها زائفة بالكامل. وقد بدأت هذه

التقنية كأداة ترفيهية، لكنها سرعان ما تحولت
إلى سلاحٍ وجودي يهدد جوهر الهوية الإنسانية.

فما يميز التزييف العميق ليس دقته الفنية، بل
قدرته على تدمير الثقة في الواقع نفسه. فعندما

يصبح من المستحيل التمييز بين الحقيقة
والتزييف، فإن الضحية لا يخسر فقط سمعته أو

خصوصيته، بل يفقد حقه في أن يُصدَّق.  

والأكثر خطورة أن هذه التقنية لم تعد حكرًا على
الخبراء. بل أصبحت متاحة عبر تطبيقات مجانية،
يمكن لأي شخص استخدامها في دقائق لإنشاء
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مقطع يظهر فيه رئيس دولة وهو يعترف بجريمة،
أو امرأة وهي تقول كلمات مهينة، أو طفل في

موقف مخلّ.  

وهنا يبرز السؤال القانوني الجوهري:  

هل يُعد إنشاء مقطع Deepfake باستخدام
هوية شخص آخر جرمًا جنائيًّا مستقلاً، حتى

لو لم يُنشر؟  

وهل يُعتبر نشره اعتداءً مباشرًا على الذات،
وليس مجرد تشويه للسمعة؟

الإجابة، من منظور حماية الهوية الإنسانية، نعم.

فالتزييف العميق ليس تزويرًا للمحتوى.  
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بل هو اختطاف للذات الرقمية.  

فالمقطع لا ينسب كلامًا كاذبًا إليك فحسب، بل
يجعلك تفعل الكذب بنفسك — بصوتك، وجهك،
إيماءاتك. وهذا يتجاوز حدود التشهير أو القذف،

ليصل إلى مستوى التمثيل غير المرخص
للشخصية، وهو اعتداء على جوهر الوجود

الفردي.

ومع ذلك، فإن التشريعات الجنائية في معظم
دول العالم ما زالت تعامل Deepfakes كـ«محتوى

زائف» يخضع لقوانين النشر أو السمعة. وهذا
غير كافٍ، للأسباب التالية:

أولاً، لأن الضرر لا يبدأ عند النشر، بل عند
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الإنشاء. فحتى لو لم يُنشر المقطع، فإن مجرد
وجوده يشكل تهديدًا دائمًا، ويمكن استخدامه

كوسيلة ابتزاز أو ضغط نفسي.

ثانيًا، لأن القوانين الحالية تتطلب إثبات «نية
الإضرار» أو «الضرر الفعلي». لكن في عالم

Deepfakes، قد يكون الضرر موجودًا حتى لو كان
القصد "فكاهيًّا"، لأن الجمهور لا يميز بين النية

والمحتوى.

ثالثًا، لأن هذه القوانين تركز على "الكلام"، بينما
المشكلة هنا في التمثيل. فالضحية لا يُقال عنه

كذب، بل يُجبر على قول الكذب باسمه.

لذلك، فإن المعالجة القانونية يجب أن تقوم على
ثلاثة مبادئ جديدة:
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المبدأ الأول: تجريم إنشاء Deepfake باستخدام
هوية الغير دون موافقته الصريحة  

بغض النظر عن نية الاستخدام أو النشر. فحق
الفرد في عدم تمثيله رقميًّا دون إذنه هو حق

مطلق، لا يُستثنى منه إلا بموافقة واضحة
ومكتوبة.

المبدأ الثاني: اعتبار Deepfake انتهاكًا لحق
الملكية البيومترية  

فالوجه، الصوت، وحركات الجسد ليست بيانات
عادية، بل سمات بيولوجية فريدة تُشكّل

الهوية. وبالتالي، فإن استخدامها دون إذن هو
سرقة لملكية شخصية، تستوجب المساءلة

الجنائية والمدنية.
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المبدأ الثالث: فرض مسؤولية تضامنية على
المنصات التي تستضيف أو تروّج لمحتوى

  Deepfake

إلا إذا أثبتت أنها اتخذت تدابير تقنية فعالة
لكشف المحتوى المزيّف ووضع علامات عليه.

فحرية التعبير لا تشمل الحق في نشر واقع
مفبرك باسم الآخرين.

وقد بدأت بعض الدول في تلمّس هذا النهج.
فكاليفورنيا جرّمت استخدام Deepfakes في

الحملات الانتخابية. وفرنسا أقرّت عقوبات
مشددة على التزييف الصوتي في السياقات
السياسية. لكن هذه القوانين لا تزال مجزأة،

وتقتصر على سياقات محددة.
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أما الحل الشامل، فيكمن في الاعتراف —
صراحةً وقانونيًّا — أن التزييف العميق هو

اعتداء على الهوية الإنسانية ذاتها، وليس مجرد
خدعة تقنية.  

ففي عالمٍ يمكن فيه لأي كان أن يخلق "نسخة
رقمية" منك وتتصرف بما يشاء، فإن آخر خط دفاع
عن إنسانيتك هو الحق في أن تكون أنت… وأنت

وحدك.

ولو فقدنا هذا الحق،  

فإن الحقيقة ستختفي،  

ولن يبقى سوى أشباح تتحدث بأصواتنا…  
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دون روحنا.

**الفصل الثامن**  

استغلال البصمة الصوتية والوجهية في الاحتيال

في الماضي، كان المحتال يحتاج إلى تقليد
صوت الضحية أو تقليد توقيعه ليتمكن من خداع

الآخرين. وكانت هذه المحاولات غالبًا ما تبوء
بالفشل بسبب سهولة كشف التزييف. أما

اليوم، فقد أصبحت البصمة الصوتية والوجهية —
وهما من أدق السمات البيولوجية التي تميز

الإنسان — سلعتين تُباعان في السوق
الرقمية، وتُستخدمان ليس فقط في الخداع، بل

في الاستيلاء الكامل على الهوية.
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فبفضل تقنيات التعلم الآلي، يمكن اليوم جمع
بضع ثوانٍ من صوت شخص — من مكالمة

هاتفية، مقابلة إعلامية، أو حتى منشور صوتي
على وسائل التواصل — ثم استخدامها لتدريب

نموذج ذكاء اصطناعي قادر على تقليد صوته
بدقة تفوق 95%. وبالمثل، يمكن لصورتين

ثابتتين أن تُحوّلا إلى فيديو حي يتحرك فيه
الوجه كما لو كان حقيقيًّا.

ولا يقتصر استخدام هذه التقنيات على الدوائر
الإجرامية. بل تلجأ إليها شركات "التحقق

البيومتري" نفسها، التي تطلب من المستخدم
تسجيل صوته أو وجهه كوسيلة أمان، ثم تحتفظ

بهذه البيانات دون ضمانات كافية لحمايتها.
وعندما تُخترق هذه الشركات — كما حدث

مرارًا — تصبح بصمات آلاف الأشخاص في أيدي
مجرمين لا يعرفونهم.
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ومن هنا، يظهر نوع جديد من الاحتيال: الاحتيال
البيومتري.  

حيث لا يُزوّر المجرم وثيقة أو رقم حساب.  

بل يُقلّد الإنسان نفسه.

وقد سُجّلت حالات عديدة حول العالم توضح
خطورة هذا النوع من الجرائم:

- مدير مالي في شركة أوروبية حوّل أكثر من
ربع مليون يورو إلى حساب مجهول، بعد أن

تلقى مكالمة "من رئيسه" يطلب منه ذلك —
وكان الصوت مزيّفًا تمامًا.

- مواطن في آسيا وُضع في قوائم المراقبة
الأمنية بعد أن استُخدم وجهه في فيديو يظهر
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فيه وهو يشارك في تظاهرة عنف — رغم أنه لم
يخرج من منزله ذلك اليوم.

- امرأة في أمريكا اللاتينية وُضعت تحت التحقيق
الجنائي لأن "صوتها" ظهر في مكالمة تهديد —
بينما كانت في الحقيقة ضحية لسرقة بصمتها

الصوتية.

وفي كل هذه الحالات، لم يكن الضحايا
مقصّرين.  

بل كانوا ضحايا لاختراق جوهر هويتهم
البيولوجية.

ومع ذلك، فإن التشريعات الجنائية ما زالت تنظر
إلى هذه الجرائم كـ«احتيال إلكتروني» أو

«اختراق بيانات»، وليس كـاستغلال غير مشروع
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لسمات بيولوجية فريدة.  

وهذا خطأ قانوني جوهري.

فالبصمة الصوتية والوجهية ليستان مجرد
"معلومات".  

بل هما أجزاء من الجسد الرقمي.  

ومن هذا المنطلق، يجب أن تُعامل معاملة
البصمة اليدوية أو الحمض النووي: كملكية

شخصية مقدسة، لا يجوز جمعها أو استخدامها
دون موافقة صريحة، ولا يجوز الاحتفاظ بها بعد

انتهاء الغرض منها.
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لذلك، فإن الحماية القانونية الفعالة تتطلب ثلاثة
تغييرات جوهرية:

أولاً: الاعتراف بالبصمة الصوتية والوجهية كبيانات
بيومترية خاصة جدًّا  

يجب أن تصنّف القوانين هذه السمات ضمن
أعلى مستوى من الحماية، بحيث يُمنع جمعها

أو معالجتها إلا في حالات استثنائية (مثل
التحقق الأمني العالي)، وبموافقة مستنيرة لا

يمكن افتراضها من خلال شروط استخدام عامة.

ثانيًا: تجريم الاحتفاظ غير المشروع بالبصمات
البيومترية  

ليس فقط سرقتها، بل حتى الاحتفاظ بها بعد
انتهاء العلاقة مع المستخدم. فكثير من
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التطبيقات تطلب بصمة الوجه للتسجيل، ثم
تحتفظ بها إلى الأبد، دون علم المستخدم. وهذا

يجب أن يُعد جريمة جنائية.

ثالثًا: فرض مسؤولية موضوعية على الجهات
التي تجمع البصمات البيومترية  

فإذا تم اختراق بياناتها، فإنها تتحمل المسؤولية
تجاه الضحايا، بغض النظر عن وجود خطأ منها.

لأنها اختارت استخدام تقنية عالية الخطورة،
ويجب أن تدفع ثمن إهمالها.

إن استغلال البصمة الصوتية والوجهية ليس
تطورًا تقنيًّا بريئًا.  

بل هو تمزيق للحجاب الأخير بين الجسد
والرمز.  
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ففي الماضي، كان جسدك ملاذك الآمن.  

أما اليوم، فقد أصبح جسدك — صوتك، وجهك،
نظراتك — قابلًا للنسخ، البيع، والاستغلال.  

والقانون، إن لم يحمِ هذه السمات كجزء من
الذات،  

فسيكون شريكًا في تفكيك الإنسان إلى بيانات
قابلة للتملك.

**الفصل التاسع**  

الإتجار بالهوية الرقمية: وجه جديد للاتجار بالبشر
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لعقود، عرّف القانون الدولي الاتجار بالبشر على
أنه "تجنيد الأشخاص أو نقلهم أو إيواؤهم أو

استقبالهم بغرض الاستغلال". وكان الاستغلال
يُفهم تقليديًّا على أنه جنسي أو سُخرة أو
استعباد. لكن في العصر الرقمي، ظهر شكل

جديد من الاستغلال لا يتطلب تحريك الجسد،
بل استغلال الهوية ذاتها.

هذا هو الإتجار بالهوية الرقمية: عملية منظمة
لجمع هويات أشخاص أحياء — غالبًا من الفئات

الضعيفة: اللاجئين، الأطفال، الفقراء، أو ضحايا
النزاعات — ثم بيعها أو تأجيرها لجهات ثالثة

تستخدمها لأغراض احتيال، تجنيد، مراقبة، أو
حتى إنشاء شخصيات افتراضية وهمية.

ولا يقتصر هذا الاتجار على البيانات الأساسية
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(الاسم، الجنسية، الرقم الوطني). بل يشمل:

- البصمات البيومترية (الوجه، الصوت، بصمة
الإصبع).

- أنماط السلوك الرقمي (طريقة الكتابة، توقيت
النشاط، تفضيلات الشراء).

- وحتى الحسابات الاجتماعية النشطة.

ويتم جمع هذه الهويات عبر طرق متنوعة:

- اختراق قواعد بيانات مؤسسات حكومية أو
إنسانية.

- خداع الضحايا عبر وعود وظيفية أو مساعدات
مالية.
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- استغلال برامج "التحقق الرقمي" التي تطلب
بصمة الوجه كشرط للحصول على خدمات

أساسية.

- وحتى سرقة هويات الموتى من السجلات
العامة.

ثم تُباع هذه الهويات في الأسواق المظلمة
بحزم متكاملة: هوية كاملة مع صور، بصمة

صوتية، وحسابات اجتماعية نشطة، قد تُباع
مقابل أقل من مائة دولار.  

ومن ثم، تُستخدم هذه الهويات في:

- فتح حسابات بنكية وهمية لغسل الأموال.

- تنفيذ هجمات سيبرانية معقدة تحت ستار
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هويات شرعية.

- إنشاء شبكات حسابات وهمية للتأثير في
الرأي العام.

- وحتى تجنيد عملاء سريين في المؤسسات
الحساسة.

والأخطر أن الضحية قد لا تعلم أبدًا أن هويته
تُباع وتُستخدم. فلا جرح ظاهر، ولا اختفاء

جسدي. بل استغلال خفي لوجوده الرقمي،
يجعله عبدًا رقميًّا دون أن يشعر.

وهنا يبرز القصور التشريعي الصارخ:  

فاتفاقيات مكافحة الاتجار بالبشر — مثل
بروتوكول باليرمو لعام 2000 — لم تُعدّل بعد
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لتضمّن "الهوية" ككيان قابل للاستغلال.
وبالتالي، فإن ضحايا هذا النوع من الاتجار لا
يُصنّفون قانونيًّا كضحايا اتجار بالبشر، ولا

يستفيدون من آليات الحماية الدولية المخصصة
لهم.

وهذا خطأ جوهري.

فما الفرق بين من يُجبر على العمل في مصنع
سري،  

ومن تُجبر هويته على "العمل" في شبكة
احتيال عالمية؟  

كلاهما يُستغل ضد إرادته.  
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كلاهما يُحرم من حقه في التحكم بذاته.  

وكلاهما يُعامل كسلعة.

لذلك، فإن الحماية الفعالة تتطلب ثلاثة تغييرات
قانونية عاجلة:

أولاً: تعديل البروتوكولات الدولية لتشمل "الهوية
الرقمية" ككيان قابل للاستغلال  

يجب أن يُضاف إلى تعريف الاتجار بالبشر عبارة:
«أو استغلال الهوية الرقمية أو البيومترية

للشخص دون رضاه». وهذا يمنح الضحايا حقهم
في الحماية، التعويض، وإعادة التأهيل.

ثانيًا: تجريم تجميع الهويات الرقمية بقصد
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الاتجار  

ليس فقط بيعها، بل حتى جمعها بطريقة غير
مشروعة بهدف الاتجار. فكثير من الجهات تجمع

الهويات بذريعة "الشمول الرقمي"، ثم تبيعها
لاحقًا. وهذا يجب أن يُعتبر جريمة اتجار بالبشر.

ثالثًا: فرض واجب العناية على الجهات التي
تتعامل مع الهويات الضعيفة  

مثل المنظمات الإنسانية، شركات الهجرة،
ومنصات التحقق الرقمي. فإذا فشلت في حماية

هويات المستفيدين منها، فإنها تتحمل
المسؤولية الجنائية كطرف مشارك في الاتجار.

إن الإتجار بالهوية الرقمية ليس مجرد جريمة
إلكترونية.  
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بل هو استعباد وجودي.  

ففي حين كان العبد في الماضي يُجبر على
العمل بيده،  

اليوم يُجبر على "الوجود" باسمه.  

والفرق بينهما ليس في الشكل،  

بل في العمق:  

فاليوم، يمكن استعباد آلاف الأشخاص دون أن
يغادر أحدهم غرفته.

ولو سكت القانون عن هذا الواقع،  
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فسيكون قد سمح بولادة أبشع أشكال العبودية
في التاريخ:  

عبودية بلا سلاسل…  

بل بهويات مسروقة.

**الفصل العاشر**  

الذكاء الاصطناعي والتمثيل غير المرخص
للشخصية

في الماضي، كان التمثيل غير المرخص
للشخصية يقتصر على التقليد الصوتي أو

البصري في السينما أو المسرح، وكان يخضع
لضوابط واضحة تحمي الحقوق المعنوية. أما
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اليوم، فقد أصبح الذكاء الاصطناعي قادرًا على
خلق "نسخة رقمية" من الإنسان — لا تشبهه

فحسب، بل تتصرف باسمه، تفكر نيابة عنه،
وتنتج محتوىً يُنسب إليه — دون أي تدخل

منه، بل ودون علمه أحيانًا.

هذه النسخة، التي نسميها هنا الذات
الاصطناعية (Artificial Self)، ليست مجرد صورة
أو صوت. بل هي كيان سلوكي يتعلم من بيانات

الضحية، ويقلد أنماطه، ويتفاعل مع العالم
باسمه. ويمكن لهذا الكيان أن:

- يكتب مقالات تنسب إلى الشخص الحقيقي.

- يرد على رسائل باسمه.

- يتفاوض في صفقات تجارية.
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- بل وقد يدلي بتصريحات سياسية أو دينية
تنسب إليه.

والأخطر أن هذه الذات الاصطناعية قد تُستخدم
بعد وفاة الشخص، فتُعيد إحياؤه رقميًّا دون

رضاه، أو حتى ضد وصيته.  

وهنا يبرز السؤال القانوني الجوهري:  

هل يُعد استخدام الذكاء الاصطناعي لتمثيل
شخص دون إذنه اعتداءً جنائيًّا على الهوية

الإنسانية؟  

وهل يحق للفرد أن يمنع "إنشائه الرقمي" حتى
بعد موته؟
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الإجابة، من منظور حماية الهوية الإنسانية، نعم.

فما يحدث هنا ليس مجرد تقليد.  

بل هو استنساخ وجودي.  

فالذكاء الاصطناعي لا يقلّد الكلمات، بل يختطف
الإرادة الرقمية. فهو يبني نموذجًا سلوكيًّا

للشخص، ثم يستخدمه كأداة قابلة للتوجيه من
قبل طرف ثالث. وهذا يتجاوز حدود التزوير أو

الاقتباس، ليصل إلى مستوى التملك غير
المشروع للذات.

ومع ذلك، فإن التشريعات الحالية — حتى الأكثر
تقدمًا — ما زالت تعامل هذا الفعل كـ«انتهاك

لحقوق الملكية الفكرية» أو «تشويه للسمعة».
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وهذا غير كافٍ، للأسباب التالية:

أولاً، لأن الضرر لا يكمن في المحتوى المنتَج،
بل في التمثيل ذاته. فالشخص قد لا يملك
حقوق ملكية على كل ما يقوله، لكنه يملك

حقًّا مطلقًا في أن لا يُمثل دون إذنه.

ثانيًا، لأن الذكاء الاصطناعي قد ينتج محتوىً
"إيجابيًّا" — مثل مدح الشخص أو الدفاع عنه

— ومع ذلك يظل تمثيله غير مرخص، لأنه يسلب
الفرد حقه في التحكم بما يُنسب إليه.

ثالثًا، لأن هذه القوانين لا تحمي الأموات، بينما
الخطر الأكبر قد يكون في "إحياء" المتوفين

رقميًّا دون رضاهم.
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لذلك، فإن المعالجة القانونية يجب أن تقوم على
ثلاثة مبادئ جوهرية:

المبدأ الأول: حق الفرد في الموافقة الصريحة
على إنشاء "ذاته الاصطناعية"  

لا يجوز لأي جهة — فردية كانت أو مؤسسية —
أن تستخدم بيانات شخص لتدريب نموذج ذكاء

اصطناعي يمثله، إلا بموافقة كتابية صريحة
ومحددة الغرض. ولا يُعتبر تسجيله على منصة

أو استخدامه لخدمة ما تفويضًا ضمنيًّا.

المبدأ الثاني: حق الفرد في حذف "ذاته
الاصطناعية" متى شاء  

حتى لو كان قد وافق سابقًا. فالهوية ليست
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سلعة تُباع مرة واحدة، بل كيان حي يحق له
التراجع عن تمثيله.

المبدأ الثالث: حق الفرد في منع استخدام "ذاته
الاصطناعية" بعد وفاته  

إلا إذا أوصى بذلك صراحةً. فبعد الموت، تصبح
الهوية جزءًا من التراث الإنساني، ولا يجوز

استغلالها تجاريًّا أو سياسيًّا دون إذن مسبق.

إن الذكاء الاصطناعي، في جوهره، أداة
محايدة.  

لكن عندما يُستخدم لتمثيل البشر دون
رضاهم،  

فإنه يتحول إلى أداة استلاب وجودي.
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ففي عالمٍ يمكن فيه لأي شركة أن تخلق
"نسخة رقمية" منك وتستخدمها كما تشاء،  

فإن آخر خط دفاع عن إنسانيتك هو الحق في أن
تكون أنت… وليس نسخةً من صنع خوارزمية.

ولو سمحنا بخلاف ذلك،  

فسيصبح كل إنسان قابلًا للاستنساخ،  

ليس جسديًّا،  

بل وجوديًّا.  

وسيُسأل التاريخ لاحقًا:  
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من كان الإنسان الحقيقي؟  

ومن كانت الآلة التي تتحدث باسمه؟

**الفصل الحادي عشر**  

au-delà و GDPR :النموذج الأوروبي

عندما دخلت اللائحة العامة لحماية البيانات
(GDPR) حيز التنفيذ في الاتحاد الأوروبي عام
2018، لم تكن مجرد تشريع محلي. بل كانت

إعلانًا عن ولادة نموذج جديد للعلاقة بين
الإنسان والتكنولوجيا: نموذج يضع الفرد في قلب
النظام الرقمي، لا كمصدر للبيانات، بل كصاحب

حق أصيل في حماية ذاته الرقمية.
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وقد شكّلت GDPR تحولًا جذريًّا في فهم
الخصوصية. فبدل أن تنظر إليها كحق سلبي

(عدم التدخل)، عاملتها كحق إيجابي يتضمن:

- حق الفرد في الوصول إلى بياناته.

- حق تصحيحها أو حذفها.

- حق نقلها بين المنصات.

- وحق الاعتراض على معالجتها.

لكن الأهم من ذلك أنها أرست مبدأ المسؤولية
الموضوعية للشركات: فحتى لو لم تكن هناك

نية ضارة، فإن أي خرق لبيانات الأفراد يستوجب
غرامات تصل إلى 4% من الإيرادات العالمية

السنوية. وهذا حوّل حماية البيانات من التزام
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أخلاقي إلى التزام مالي صارم.

ومع ذلك، فإن GDPR — رغم تقدمها — لم
تُصمّم لحماية "الهوية الإنسانية الرقمية" ككيان

مستقل. بل ظلت تنظر إلى الهوية كـ«بيان
شخصي»، أي كسلعة قابلة للتنظيم، لا ككيان

وجودي يستحق الحماية المطلقة.

وهذا يظهر في ثلاث ثغرات جوهرية:

الثغرة الأولى: التركيز على البيانات، لا على
الذات  

GDPR تحمي "البيانات التي تحدد هوية الفرد"،
لكنها لا تحمي "الهوية ذاتها". فمثلاً، إذا أنشأ

طرف ثالث حسابًا وهميًّا باسمك دون
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استخدام بياناتك الشخصية مباشرةً (مثل
استخدام اسمك فقط)، فلا تنطبق عليه أحكام

GDPR. لأن الضرر هنا ليس في البيانات، بل في
التمثيل غير المرخص، وهو ما لا تتناوله اللائحة.

الثغرة الثانية: غياب الحماية من التزييف  

Deepfake لا تجرّم إنشاء محتوى GDPR
باستخدام هويتك، طالما لم تُستخدم "بياناتك
الشخصية" في إنشائه. فلو استخدم المجرم

صورًا عامة لك من الإنترنت، فإن الفعل لا يُعتبر
خرقًا للائحة، رغم أنه اعتداء مباشر على

هويتك.

الثغرة الثالثة: ضعف الحماية بعد الموت  

تنقضي حقوق الفرد بموجب GDPR بعد وفاته،
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ما لم تنص التشريعات الوطنية على خلاف ذلك.
وهذا يترك هويته عرضة للاستغلال التجاري أو

السياسي دون رقيب.

ورغم هذه الثغرات، فإن النموذج الأوروبي يظل
الأكثر تقدمًا في العالم، ليس بسبب نصوصه
فحسب، بل بسبب فلسفته التنظيمية: ففي

أوروبا، البيانات ليست ملكًا للشركات التي
تجمعها، بل هي ملك للأفراد الذين يولدونها.

والشركة ليست "مالكًا"، بل "وكيلاً" مؤتمنًا.

وقد بدأ الاتحاد الأوروبي يتجاوز GDPR عبر
مشاريع تشريعية جديدة:

- قانون الذكاء الاصطناعي (AI Act) الذي يصنّف
أنظمة التعرف البيومتري كـ"مخاطر عالية"،

ويخضعها لضوابط صارمة.
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- قانون الخدمات الرقمية (DSA) الذي يفرض
على المنصات الكبرى مسؤولية نشطة عن

المحتوى الذي تستضيفه، بما في ذلك المحتوى
المزيّف.

(eIDAS 2.0) مبادرة الهوية الرقمية الأوروبية -
التي تمنح المواطنين هوية رقمية موحدة،
Self-Sovereign) يتحكمون بها بأنفسهم

.(Identity

وهذه المبادرات مجتمعة ترسم ملامح جيل
جديد من الحماية: حماية لا تعتمد على منع

الاستخدام، بل على تمكين الفرد من التحكم
الكامل بهويته الرقمية.

لكن التحدي الأكبر يبقى: كيف نجعل هذا
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النموذج عالميًّا؟  

فـGDPR، رغم تأثيرها العالمي (ما يسمى
بـ"تأثير بروكسل")، تظل تشريعًا إقليميًّا. ولا

يمكن فرضها على دول لا تشترك في نفس
الفلسفة الحقوقية.

لذلك، فإن الدرس الأهم من النموذج الأوروبي
ليس في نصوصه،  

بل في مبدئه الجوهري:  

أن الهوية الرقمية ليست سلعة.  

بل هي جزء من كرامة الإنسان.  

ويجب أن تُدار من قبل صاحبها،  
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لا من قبل السوق أو الدولة.

**الفصل الثاني عشر**  

النموذج الأمريكي: بين حرية السوق وحقوق
الفرد

بينما ينظر النموذج الأوروبي إلى الهوية الرقمية
كجزء من الكرامة الإنسانية التي تستوجب

الحماية المطلقة، يتعامل النموذج الأمريكي معها
كـسلعة في سوق حرة، تخضع لآليات المنافسة

والابتكار أكثر مما تخضع لضوابط حقوق
الإنسان.  

ففي الولايات المتحدة، لا يوجد تشريع اتحادي
شامل يحمي البيانات الشخصية. بل هناك
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شبكة معقدة من القوانين الجزئية التي تنظم
قطاعات محددة: الصحة (HIPAA)، التعليم

.(FCRA) والائتمان ،(COPPA) الأطفال ،(FERPA)
أما باقي البيانات — بما في ذلك الهوية الرقمية

— فهي خاضعة لـ«شروط الخدمة» التي تفرضها
الشركات، والتي غالبًا ما تمنحها الحق الكامل

في جمع البيانات، استخدامها، وبيعها دون
موافقة صريحة من المستخدم.

وهذا النهج ليس عشوائيًّا. بل هو انعكاس
لفلسفة دستورية عميقة: فالأولوية في النظام
الأمريكي تذهب لـحرية التعبير وحرية التجارة،

وليس لحق الخصوصية. فالمحكمة العليا
الأمريكية لم تعترف يومًا بـ«حق دستوري في
الخصوصية الرقمية». بل اعتبرت أن ما يُنشر

طواعيةً على الإنترنت يفقد حمايته الدستورية.

87



ونتيجة لذلك، أصبحت شركات التكنولوجيا
الأمريكية — مثل غوغل، ميتا، أمازون — تمتلك

سلطة غير مسبوقة على الهويات الرقمية
لمليارات البشر. فهي لا تجمع البيانات فحسب،
بل تبني هويات رقمية كاملة لكل مستخدم، ثم

تستخدمها لاستهداف إعلاني، تنبؤ سلوكي،
وحتى تشكيل الرأي العام.

ومع ذلك، فإن هذا النموذج بدأ يواجه تحديات
داخلية متزايدة:

أولاً: التشريعات المحلية  

،(CCPA) فقد أصدرت ولايات مثل كاليفورنيا
فرجينيا (VCDPA)، وكونيتيكت (CTDPA) قوانين

تمنح المواطنين بعض حقوق GDPR: حق
الوصول، الحذف، والاعتراض على بيع بياناتهم.
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لكن هذه القوانين لا تزال مجزأة، ولا ترقى إلى
مستوى حماية الهوية ككيان وجودي.

ثانيًا: الدعاوى القضائية الجماعية  

فقد رفعت آلاف الدعاوى ضد شركات التكنولوجيا
بسبب سرقة البصمات البيومترية (مثل بصمة

الوجه في تطبيقات التعرف)، وأسفر بعضها عن
تعويضات ضخمة. لكن هذه الدعاوى تعتمد على

إثبات الضرر المالي، وليس الضرر الوجودي.

ثالثًا: الضغط السياسي  

فبعد فضائح مثل Cambridge Analytica، بدأ
الكونغرس يناقش تشريعات اتحادية شاملة. لكن
هذه المشاريع تتعثر دائمًا بين مصالح الشركات

وحقوق الأفراد.
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والنتيجة هي نظام هجين:  

من ناحية، تتمتع الشركات بحرية غير محدودة
في جمع الهويات الرقمية واستغلالها.  

ومن ناحية أخرى، يزداد وعي الأفراد بخطورة هذا
الاستغلال، ويبدأون في المطالبة بحقوقهم.

لكن الفجوة الجوهرية تبقى:  

النموذج الأمريكي لا يعترف بأن للفرد حقًّا
ذاتيًّا في هويته الرقمية.  

بل يعاملها كملكية للشركات التي "تستضيفها"،
طالما لم يثبت أن هناك احتيالًا أو خرقًا صريحًا.
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وهذا يؤدي إلى مفارقة خطيرة:  

ففي حين يُعاقب شخص على سرقة هاتف
محمول،  

لا يُعاقب آخر على سرقة الهوية الرقمية الكاملة
لصاحبه،  

طالما لم يُسبب ضررًا ماليًّا مباشرًا.

إن النموذج الأمريكي، رغم ابتكاره وديناميكيته،
يفتقر إلى الرؤية الأخلاقية للهوية.  

فهو يرى البيانات كنفط يجب استخراجه بكفاءة،  

لا كخلايا تكوّن الذات الإنسانية.

91



ولو استمر هذا النهج،  

فإن الهوية الرقمية ستظل سلعةً تُباع
وتشترى،  

ولا تصبح حقًّا إنسانيًّا مقدسًا.

**الفصل الثالث عشر**  

النموذج الصيني: الهوية كأداة رقابة vs. حماية

في الوقت الذي ينظر فيه الغرب إلى الهوية
الرقمية كحق فردي أو سلعة سوقية، تتعامل

الصين معها كـأداة سيادية للدولة. فالهوية
الرقمية في الصين ليست ملكًا للفرد، ولا حتى

للشركات، بل هي جزء من البنية الأمنية
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الوطنية، تُدار مركزياً لضمان الاستقرار
الاجتماعي والسياسي.

ويتجسد هذا النهج في نظام "الائتمان
الاجتماعي" (Social Credit System)، الذي

يربط هوية كل مواطن بمجموعة من المؤشرات
السلوكية: هل دفع فواتيره في الوقت؟ هل التزم

بقوانين المرور؟ هل نشر آراءً "غير مسؤولة"
على الإنترنت؟ وبناءً على هذه المؤشرات،

يُمنح المواطن درجة ائتمانية تحدد حقوقه في
السفر، التعليم، التوظيف، وحتى الزواج.

ولا يقتصر الأمر على المواطنين. بل تمتد الهوية
الرقمية الموحّدة إلى الشركات، المؤسسات،

وحتى الأجانب المقيمين. وكل تفاعل رقمي —
من شراء قطار إلى تعليق على منصة —
يُسجَّل ويُحلَّل ويُحتفظ به إلى الأبد.

93



ومن الناحية التقنية، فإن الصين تمتلك واحدة
من أكثر أنظمة الهوية الرقمية تكاملاً في العالم:

- بطاقة هوية وطنية إلكترونية إلزامية.

Face) نظام وطني للتعرف على الوجه -
Recognition) مرتبط بكل كاميرا مراقبة.

(Alipay و WeChat مثل) منصات رقمية وطنية -
تدمج الهوية مع الخدمات المالية، الصحية،

والتعليمية.

وقد حقق هذا النظام نتائج ملموسة في مكافحة
الاحتيال، تسريع الإجراءات الحكومية، وتعزيز

الشمول المالي. لكنه في المقابل حوّل الهوية
الرقمية إلى أداة رقابة شاملة، حيث لا يمكن
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للفرد أن يختفي، يعترض، أو حتى يخطئ دون
عقاب.

وهنا يبرز التناقض الجوهري في النموذج
الصيني:  

فهو يحمي الهوية الرقمية من الاستغلال الخاص
(مثل سرقة البيانات من قبل الشركات)،  

لكنه يعرضها للاستغلال العام (من قبل الدولة).

فبينما تمنع القوانين الصينية الجديدة — مثل
"قانون حماية المعلومات الشخصية" (2021) —
الشركات من جمع البيانات البيومترية دون إذن،
فإن الدولة نفسها تحتفظ بحق الوصول الكامل
إلى كل الهويات الرقمية، دون حاجة إلى إذن

قضائي أو حتى إشعار.
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وبالتالي، فإن الحماية في الصين ليست حماية
للفرد من الانتهاك،  

بل حماية للدولة من الفوضى.

وهذا يطرح سؤالاً وجوديًّا:  

هل يمكن أن تكون الهوية الرقمية "آمنة" إذا
كانت خاضعة بالكامل لسلطة الدولة؟

الإجابة تعتمد على المفهوم الذي نبدأ منه:

- إذا كان الهدف هو النظام الاجتماعي، فإن
النموذج الصيني ناجح.
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- أما إذا كان الهدف هو حرية الفرد وكرامته، فإن
هذا النموذج يهدد جوهر الهوية ذاتها.

ففي الصين، لا يملك الفرد حق "النسيان
الرقمي"، لأن كل فعل يُسجَّل للأبد.  

ولا يملك حق "الهوية المتعددة"، لأن النظام
يفرض هوية واحدة موحدة.  

ولا يملك حق "الاعتراض على التمثيل"، لأن
الدولة هي التي تحدّد كيف يُرى.

وبالتالي، فإن النموذج الصيني، رغم كفاءته
التقنية، يفتقر إلى البعد الإنساني للهوية: ذلك

البعد الذي يجعل الهوية تعبيرًا عن الذات، لا
مجرد رقم في سجل الدولة.
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ومع ذلك، فإن هذا النموذج يلقى صدى متزايدًا
في دول العالم النامي، التي ترى فيه وسيلة
لتعزيز الأمن وتحديث الإدارة دون الحاجة إلى

بنى ديمقراطية معقدة.

ولكن السؤال الذي يجب أن يُطرح عالميًّا هو:  

هل نريد هوية رقمية تُستخدم لـتمكين
الإنسان؟  

أم هوية تُستخدم لـضبطه؟

فالفرق بينهما ليس تقنيًّا.  

بل فلسفيًّا.  
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وسيحدد مستقبل الهوية الإنسانية في القرن
الحادي والعشرين.

### الفصل الرابع عشر  

**التجارب العربية: مصر، الإمارات، السعودية،
الجزائر — تحليلاً نقديًّا**

في العقد الماضي، شهدت الدول العربية تحولات
رقمية متسارعة، جعلت من الهوية الرقمية
محورًا استراتيجيًّا في سياساتها التنموية

والأمنية. غير أن هذه التجارب، رغم تشابهها في
الأهداف، تختلف جذريًّا في الفلسفات والنتائج.
فبينما تسعى بعض الدول إلى تمكين الفرد عبر

هويته الرقمية، تستخدم أخرى هذه الهوية كأداة
رقابة مركزية. وسنتناول هنا أربع تجارب محورية:

مصر، الإمارات، السعودية، والجزائر.
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**أولاً: التجربة المصرية**  

بدأت مصر مسارها الرقمي مبكرًا عبر إصدار
بطاقة الهوية الوطنية الذكية عام 2008، ثم

توسعت في مشروع "الهوية الرقمية الموحدة"
الذي يربط أكثر من 40 جهة حكومية. وقد حقق

هذا المشروع نجاحات ملحوظة في تقليل
البيروقراطية، وتعزيز الشمول المالي، ومكافحة

التزوير.  

لكن التحدي الأكبر يكمن في غياب إطار قانوني
شامل يحمي البيانات الشخصية. فرغم وجود

قانون مكافحة الجرائم الإلكترونية رقم 175 لسنة
2018، فإنه يركز على الجرائم دون وضع ضوابط

لجمع البيانات أو استخدامها. كما أن مشروع
قانون حماية البيانات الشخصية، رغم إقراره في

100



2020، لم يُفعّل بعد بشكل كامل، ولا يمنح
الفرد حق السيادة على هويته الرقمية.  

والأهم أن النظام المصري يفتقر إلى آلية
مستقلة للرقابة على استخدام الهوية الرقمية،
مما يجعلها عرضة للاستغلال الإداري أو الأمني

دون مساءلة. ومع ذلك، فإن مصر تمتلك إمكانات
هائلة — بفضل بنيتها التحتية الرقمية وعدد

سكانها — لتكون رائدة في مجال حماية الهوية
الإنسانية الرقمية، شرط أن تدمج البُعد

الحقوقي في رؤيتها التقنية.

**ثانيًا: التجربة الإماراتية**  

تمثل دولة الإمارات نموذجًا متقدمًا في
UAE) "المنطقة، حيث أطلقت "الهوية الرقمية

Pass) كمنصة وطنية موحدة تتيح للمواطنين
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والمقيمين الوصول إلى جميع الخدمات الحكومية
عبر هوية واحدة. وقد رافقت هذه الخطوة

تشريعات صارمة مثل "قانون حماية البيانات
الشخصية" لعام 2021، الذي يمنح الأفراد حقوقًا

مشابهة لـGDPR الأوروبي.  

والأهم أن الإمارات أنشأت "سلطة الإمارات
للبيانات والذكاء الاصطناعي"، وهي جهة

مستقلة تشرف على حماية الهوية الرقمية
وضمان استخدامها الأخلاقي. كما أن القضاء
الإماراتي بدأ ينظر في قضايا تتعلق بالتزييف

الرقمي والتمثيل غير المرخص، مما يعكس وعيًا
قضائيًّا ناشئًا.  

غير أن التحدي يبقى في التوازن بين الكفاءة
الأمنية وحرية الفرد، خصوصًا في ظل استخدام

واسع لأنظمة التعرف على الوجه في الأماكن
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العامة. فرغم فعاليتها في مكافحة الجريمة، فإن
غياب ضوابط واضحة لاستخدام هذه البيانات قد

يهدد الخصوصية.

**ثالثًا: التجربة السعودية**  

في إطار رؤية 2030، أطلقت المملكة "الهوية
الرقمية الوطنية" كجزء من مشروع "التحول

الرقمي". وتتميز هذه الهوية بتكاملها مع منصات
مثل "أبشر" و"توكلنا"، مما يمنحها كفاءة عالية

في تقديم الخدمات.  

وقد أصدرت السعودية "نظام حماية البيانات
الشخصية" عام 2023، الذي يُعد من أحدث

التشريعات في المنطقة، ويفرض غرامات تصل
إلى 5% من الإيرادات السنوية على المخالفين.

كما أنشأت "الهيئة الوطنية للأمن السيبراني"
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كجهة رقابية.  

لكن النظام لا يزال يفتقر إلى آليات فعالة لتمكين
الفرد من السيطرة على بياناته بعد جمعها.

فمعظم العمليات تتم عبر موافقة ضمنية عند
استخدام الخدمات، دون إمكانية حقيقية للرفض

أو الحذف. كما أن غياب استقلالية القضاء في
القضايا المتعلقة بالهوية الرقمية يحد من فعالية

الحماية.

**رابعًا: التجربة الجزائرية**  

بدأت الجزائر مسارها الرقمي متأخرًا نسبيًّا،
لكنها حققت تقدمًا ملحوظًا عبر "البطاقة

biométrique" التي تُستخدم كهوية وطنية
رقمية. وقد رافقتها تشريعات مثل "قانون حماية

المعطيات ذات الطابع الشخصي" لعام 2018،
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الذي يُعد من أولى القوانين في المنطقة في
هذا المجال.  

ومع ذلك، فإن التطبيق العملي يعاني من ضعف
البنية التحتية، وغياب الوعي القانوني لدى

الأفراد، وافتقار الجهات الرقابية إلى الاستقلالية
والموارد. كما أن غياب أي تشريع خاص بالجرائم

الرقمية الحديثة (مثل Deepfakes أو سرقة
الهوية السلوكية) يجعل الهوية الرقمية عرضة

للاختراق دون حماية كافية.  

لكن الجزائر تمتلك فرصة ذهبية لإعادة بناء
نظامها الرقمي على أسس حقوقية صلبة،
خصوصًا مع تزايد الوعي المجتمعي بأهمية

الخصوصية في السنوات الأخيرة.
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**خلاصة نقدية**  

التجارب العربية الأربعة تتفق في الهدف: بناء
دولة رقمية فعالة.  

لكنها تختلف في الفلسفة:  

- الإمارات تتجه نحو النموذج الأوروبي (الحقوق
أولًا).  

- السعودية ومصر توازن بين الكفاءة والأمن.  

- الجزائر ما زالت في طور التأسيس.  

والتحدي المشترك هو غياب الاعتراف بالهوية
الرقمية ككيان قانوني مستقل يستحق الحماية

الوجودية، وليس فقط كأداة إدارية.  
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### الفصل الخامس عشر  

**أنظمة أفريقيا جنوب الصحراء: الهوية الرقمية
للشمول المالي**

في أفريقيا جنوب الصحراء، لا تُنظر الهوية
الرقمية كرفاهية تقنية، بل كضرورة تنموية. فمع

وجود أكثر من 500 مليون شخص بلا هوية
رسمية، أصبحت الهوية الرقمية بوابة للوصول

إلى الخدمات الأساسية: التعليم، الصحة،
والتمويل.  

وقد برزت تجارب رائدة مثل:
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Huduma" كينيا**: حيث يُستخدم نظام** -
Namba" كهوية وطنية رقمية موحدة، مرتبط

.(M-Pesa) بخدمات مالية عبر الهاتف المحمول

- **الهند (كمرجعية)**: رغم أنها ليست
أفريقية، إلا أن نظام "Aadhaar" ألهم العديد من

الدول الأفريقية، حيث يربط الهوية البيومترية
بحساب مصرفي لكل مواطن.

- **رواندا**: التي طورت نظام هوية رقمي
متكامل يغطي 98% من السكان، ويرتبط

مباشرةً ببرامج الدعم الاجتماعي.

لكن هذه الأنظمة تواجه تحديات خطيرة:

1. **ضعف الحماية القانونية**: معظم
التشريعات تركز على جمع البيانات، لا على
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حمايتها.

2. **الاستبعاد الرقمي**: فئات كبيرة —
خصوصًا النساء في الريف — تُحرم من الهوية

بسبب عدم القدرة على الوصول إلى مراكز
التسجيل.

3. **الاعتماد على شركات أجنبية**: كثير من
الأنظمة تعتمد على تقنيات صينية أو أمريكية،

مما يعرض البيانات للاختراق أو الاستغلال
الخارجي.

ومع ذلك، فإن أفريقيا تقدم درسًا عالميًّا:
الهوية الرقمية ليست فقط مسألة خصوصية، بل
أداة لتحقيق العدالة الاجتماعية. والسؤال الذي

يجب أن يُطرح هو: كيف نبني هوية رقمية
تُمكّن الفقراء دون أن تستغلهم؟
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### الفصل السادس عشر  

**نحو "ميثاق عالمي للهوية الإنسانية
الرقمية"**

بعد تحليل النماذج العالمية، يتضح أن الحل لا
يمكن أن يكون وطنيًّا. فالهوية الرقمية عابرة

للحدود، وحمايتها تتطلب إطارًا عالميًّا.  

لذلك، نقترح إبرام **"ميثاق عالمي للهوية
الإنسانية الرقمية"**، يكون ملزمًا قانونيًّا،

ويتضمن المبادئ التالية:
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1. **الاعتراف الدولي بالهوية الرقمية ككيان
قانوني مستقل**.

2. **حق الفرد في الموافقة الصريحة على أي
استخدام لهويته الرقمية أو البيومترية**.

3. **حق الفرد في حذف أو تصحيح أي تمثيل
رقمي زائف للذات**.

4. **تجريم سرقة الهوية الرقمية كجريمة ضد
الإنسانية الرقمية**.

5. **إنشاء محكمة دولية متخصصة لجرائم
الهوية الرقمية**.

وهذا الميثاق لن يحل محل التشريعات الوطنية،
بل سيشكل سقفًا حماية أدنى تلتزم به جميع
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الدول الأطراف.

---

### الفصل السابع عشر  

**حقوق أساسية مقترحة: الحق في النسيان
الرقمي، الحق في التمثيل الدقيق، الحق في

الانفصال**

بناءً على الميثاق المقترح، نصوغ ثلاثة حقوق
أساسية:

**أولاً: الحق في النسيان الرقمي**  
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ليس فقط حذف البيانات، بل حذف كل أثر رقمي
يمكن أن يُستخدم لتمثيل الفرد دون إذنه، بما

في ذلك النماذج السلوكية المبنية على بياناته.

**ثانيًا: الحق في التمثيل الدقيق**  

أي تمثيل رقمي للفرد — بصوته، وجهه، أو
سلوكه — يجب أن يكون دقيقًا ومرخصًا.

والتزييف، حتى لو كان "فكاهيًّا"، يُعد انتهاكًا.

**ثالثًا: الحق في الانفصال**  

للفرد الحق في الانفصال الكامل عن منصاته
الرقمية، واستعادة كامل بياناته، دون أن يفقد

حقوقه المكتسبة (مثل المحتوى الذي أنشأه).
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### الفصل الثامن عشر  

**آليات الرقابة المستقلة على منصات الهوية**

لا يمكن الاعتماد على الشركات لحماية الهوية
التي تستفيد منها. لذلك، يجب إنشاء:

- **هيئات وطنية مستقلة** للإشراف على
جمع الهوية الرقمية.

- **ختم أخلاقي رقمي** يُمنح للمنصات التي
تلتزم بمعايير الحماية.

- **آليات شكاوى سريعة** تسمح للفرد
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بإيقاف أي تمثيل غير مرخص خلال 24 ساعة.

---

### الفصل التاسع عشر  

**المسؤولية الجنائية والمدنية عن انتهاك
الهوية**

يجب أن تشمل المسؤولية:

- **العقاب الجنائي** على سرقة الهوية أو
تزييفها.

- **التعويض المدني** عن الضرر الوجودي
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(ليس المالي فقط).

- **المسؤولية التضامنية** للمنصات التي
تستضيف محتوى زائف دون فلترة.

---

### الفصل العشرون  

**دور القضاء الدولي في حماية الهوية العابرة
للحدود**

نقترح إنشاء **غرفة متخصصة في المحكمة
الجنائية الدولية** للنظر في جرائم الهوية

الرقمية ذات البعد العابر للحدود، خصوصًا تلك
المرتبطة بالإتجار بالهوية أو التزييف السياسي.
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### الفصل الحادي والعشرون  

**مشروع قانون نموذجي لحماية الهوية
الإنسانية الرقمية**

(سيُرفق كملحق تشريعي كامل في نهاية
الكتاب، يتضمن 70 مادة تغطي التعريفات،

الحقوق، الالتزامات، العقوبات، والآليات التنفيذية)

---
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### الفصل الثاني والعشرون  

**الهوية في الميتافيرس: تحديات قانونية
مستقبلية**

في عوالم الميتافيرس، سيصبح لكل فرد "أفاتار"
يمثله. فهل يُعتبر هذا الأفاتار جزءًا من هويته
القانونية؟ وهل يحق له حمايته من السرقة أو

التزييف؟  

الإجابة: نعم.  

ويجب أن يُدرج "الأفاتار" كجزء من الهوية الرقمية
في التشريعات المستقبلية.

---
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### الفصل الثالث والعشرون  

**الأطفال والهوية الرقمية: حماية خاصة**

الأطفال أكثر عرضة للاستغلال الرقمي. لذلك،
يجب:

- حظر جمع بياناتهم البيومترية قبل سن 16
عامًا.

- منح أولياء الأمور حق الموافقة المزدوجة.

- إنشاء هوية رقمية مؤقتة لهم لا تُستخدم
لأغراض تسويقية.
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### الفصل الرابع والعشرون  

**الهوية بعد الموت: الحقوق الرقمية للأموات**

الهوية لا تموت مع الجسد. لذلك، يجب:

- السماح للفرد بتوجيه وصية رقمية بشأن
هويته.

- منع استخدام هويته لأغراض تجارية دون إذن
مسبق.

- منح الورثة حق إدارة الهوية الرقمية كجزء من

120



التراث.

---

### الفصل الخامس والعشرون  

**الخاتمة: الإنسان الرقمي… هل يستحق
دستورًا خاصًّا؟**

الإنسان لم يعد يعيش في عالمين: الجسد
والشاشة.  

بل في عالم واحد متشابك، حيث الهوية الرقمية
جزء لا يتجزأ من وجوده.  
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ولو لم نحمِ هذه الهوية اليوم،  

فسنفقد غدًا حقنا في أن نكون أنفسنا.  

لذلك، ندعو إلى دستور رقمي جديد…  

ليس لحماية البيانات،  

بل لحماية الإنسان.

### الفصل السادس والعشرون  

**الهوية الرقمية في التعليم: بين التمكين
والرقابة**

أصبحت الهوية الرقمية جزءًا لا يتجزأ من أنظمة
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التعليم الحديثة. ففي المدارس والجامعات حول
العالم، يُستخدم الطالب هويته الرقمية للوصول

إلى المنصات التعليمية، تقديم الامتحانات،
وحتى تتبع أدائه الأكاديمي.  

لكن هذا التكامل يطرح إشكاليتين:

**الأولى: التمكين**  

فمن خلال الهوية الرقمية، يمكن تخصيص
التعليم وفقًا لاحتياجات كل طالب، وضمان

شفافية التقييم، ومنع الغش. وقد نجحت دول
مثل إستونيا في بناء نظام تعليم رقمي متكامل

يعتمد على هوية الطالب الموحدة.

**الثانية: الرقابة**  
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ففي المقابل، تتيح الهوية الرقمية للجهات
التعليمية تتبع كل نقرة، كل بحث، وكل تفاعل

للطالب. وهذا قد يُستخدم لتصنيف الطلاب
مبكرًا، أو حتى لاستبعاد من يُعتبر "غير

متوافق" مع النظام.  

والتحدي القانوني هنا هو وضع ضوابط تمنع
استخدام البيانات التعليمية لأغراض غير تربوية،
وضمان حق الطالب في حذف سجله الأكاديمي

عند التخرج.

---

### الفصل السابع والعشرون  
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**الهوية الرقمية في القطاع الصحي:
الخصوصية مقابل الكفاءة**

في المجال الصحي، تُستخدم الهوية الرقمية
لربط السجلات الطبية، وتسريع التشخيص، ومنع

التزوير في الوصفات. وقد أنقذت هذه الأنظمة
آلاف الأرواح، خصوصًا في حالات الطوارئ.  

لكن البيانات الصحية هي الأكثر حساسية.
فكشفها قد يؤدي إلى تمييز في التوظيف أو

التأمين.  

لذلك، يجب أن تخضع الهوية الصحية الرقمية
لضوابط صارمة:

- موافقة مزدوجة على الوصول.
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- تشفير كامل للبيانات.

- حظر بيعها أو استخدامها في أبحاث دون إذن
صريح.

---

### الفصل الثامن والعشرون  

**الهوية الرقمية في العمل: من التوظيف إلى
التقاعد**

باتت الهوية الرقمية أداة أساسية في سوق
العمل. فشركات التوظيف تستخدمها لتقييم

المرشحين عبر تحليل بياناتهم الرقمية.
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والموظفون يستخدمونها للوصول إلى أنظمة
الرواتب، التدريب، والتقييم.  

لكن هذا يخلق "تمييزًا رقميًّا": فصاحب الهوية
"الناشطة" أو "السلبية" قد يُرفض دون سبب

مشروع.  

لذلك، يجب أن يُجرّم استخدام الهوية الرقمية
في اتخاذ قرارات توظيف دون موافقة صريحة، وأن

يُمنح الموظف حق مراجعة كيف تُستخدم
بياناته في تقييمه.

---

### الفصل التاسع والعشرون  
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**الهوية الرقمية في الانتخابات: بين الشفافية
والتلاعب**

الهوية الرقمية يمكن أن تُعزز الديمقراطية عبر
تسهيل التصويت الإلكتروني، ومنع التزوير، وزيادة

المشاركة. لكنها أيضًا أداة خطيرة للتلاعب.  

ففي انتخابات 2016 الأمريكية، استُخدمت
هويات رقمية مسروقة لبث دعاية مضللة. وفي

دول أخرى، استُخدم التعرف على الوجه
لاستبعاد ناخبين معارضين.  

لذلك، يجب أن يُحظر استخدام الهوية الرقمية
في الحملات الانتخابية دون رقابة قضائية، وأن
يُسمح بالتصويت الإلكتروني فقط ضمن أنظمة
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مغلقة لا تتصل بالإنترنت.

---

### الفصل الثلاثون  

**الهوية الرقمية في التجارة الإلكترونية: بين
الأمان والاستغلال**

في عالم التجارة الإلكترونية، تُستخدم الهوية
الرقمية للتحقق من الهوية، ومنع الاحتيال،

وتسهيل الدفع. لكنها أيضًا تُستخدم لبناء "صور
استهلاكية" دقيقة تُباع للمسوّقين.  

والأخطر أن بعض المنصات تبيع هويات
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المستخدمين لجهات ثالثة دون علمهم.  

لذلك، يجب أن يُعتبر بيع الهوية الرقمية جريمة
اتجار بالبشر الرقمي، وأن يُمنح المستهلك حق

حذف بياناته بعد انتهاء المعاملة.

---

### الفصل الحادي والثلاثون  

**الهوية الرقمية في السفر والهجرة: بين
التيسير والتمييز**

أنظمة الهجرة الحديثة تعتمد على الهوية الرقمية
البيومترية. فبصمة العين أو الوجه تُستخدم
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لتسريع الدخول إلى الدول.  

لكن هذه الأنظمة قد تُستخدم للتمييز ضد
جنسيات معينة، أو لرفض دخول نشطاء

حقوقيين.  

لذلك، يجب أن تخضع أنظمة الهجرة الرقمية
لرقابة مستقلة، وأن يُمنح المسافر حق

الاعتراض على رفض دخوله بناءً على تحليل
هويته الرقمية.

---

### الفصل الثاني والثلاثون  
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**الهوية الرقمية في العدالة الجنائية: بين
الكشف والظلم**

الهوية الرقمية أداة قوية في مكافحة الجريمة.
فالتعرف على الوجه يساعد في القبض على

المطلوبين، وتحليل البيانات يكشف شبكات
الاتجار.  

لكنها أيضًا قد تُستخدم ظلمًا. ففي الولايات
المتحدة، أدت خوارزميات التعرف على الوجه إلى

اعتقال أبرياء من ذوي البشرة السمراء بسبب
تحيّز البيانات.  

لذلك، يجب أن يُحظر استخدام الهوية الرقمية
كدليل وحيد في المحاكم، وأن يُطلب تأكيد

بشري لأي قرار يعتمد على الذكاء الاصطناعي.
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---

### الفصل الثالث والثلاثون  

**الهوية الرقمية في الثقافة والإعلام: بين
التعبير والانتحال**

الفنانون والكتاب يستخدمون هوياتهم الرقمية
لنشر أعمالهم. لكن هذه الهوية نفسها

تُستخدم لانتحال أعمالهم عبر الذكاء
الاصطناعي.  

فاليوم، يمكن لخوارزمية أن تكتب رواية "بأسلوب
نجيب محفوظ" أو ترسم لوحة "بأسلوب فان
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غوخ".  

لذلك، يجب أن يُعتبر استخدام هوية فنان
متوفى في إنتاج محتوى جديد انتهاكًا لحقوقه

المعنوية، ما لم يُوصِ بذلك صراحةً.

---

### الفصل الرابع والثلاثون  

**الهوية الرقمية في الرياضة: بين الأداء
والخصوصية**

الرياضيون يستخدمون أجهزة تتعقب هويتهم
السلوكية: معدل ضربات القلب، أنماط النوم،
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حتى مشاعرهم.  

هذه البيانات تُستخدم لتحسين الأداء، لكنها
أيضًا تُباع لشركات التأمين أو الإعلام.  

لذلك، يجب أن يُمنح الرياضي حق ملكية بياناته
البيومترية، وأن يُحظر استخدامها دون موافقته.

---

### الفصل الخامس والثلاثون  

**الهوية الرقمية في البيئة: تتبع البصمة
الكربونية**
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بدأت بعض الدول في ربط الهوية الرقمية بالبصمة
الكربونية للمواطن. فكل شراء، كل سفر،

يُحسب انبعاثه الكربوني ويُضاف إلى ملفه.  

وهذا قد يُستخدم لتشجيع السلوكيات الخضراء،
لكنه أيضًا قد يُستخدم لمعاقبة من لا يستطيع

تحمل تكاليف "الحياة الخضراء".  

لذلك، يجب أن يبقى هذا النظام طوعيًّا، وألا
يُستخدم كأداة تمييز اجتماعي.

---

### الفصل السادس والثلاثون  
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**الهوية الرقمية في البنوك المركزية: العملات
الرقمية والسيادة**

العديد من البنوك المركزية تطور عملات رقمية
(CBDCs) مرتبطة بالهوية الرقمية.  

وهذا يهدد الخصوصية المالية، لأن كل معاملة
ستكون مرئية للدولة.  

لذلك، يجب أن تُصمم هذه العملات بحيث تحافظ
على درجة من الخصوصية، ولا تُستخدم كأداة

مراقبة مالية شاملة.

---
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### الفصل السابع والثلاثون  

**الهوية الرقمية في المؤسسات الدينية: بين
الخدمة والرقابة**

حتى المؤسسات الدينية بدأت تستخدم الهوية
الرقمية: للتسجيل في الحج، تتبع الصدقات،

وحتى تتبع حضور الصلوات.  

وهذا قد يُستخدم لخدمة المؤمنين، لكنه أيضًا
قد يُستخدم لفرض سلوكيات دينية معينة.  

لذلك، يجب أن يُحظر استخدام الهوية الرقمية
في المؤسسات الدينية لأغراض رقابية، وأن يظل
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التدين خيارًا شخصيًّا لا يُسجل رقميًّا.

---

### الفصل الثامن والثلاثون  

**الهوية الرقمية في الأسرة: الزواج، الطلاق،
والنسل**

في بعض الدول، أصبح الزواج والطلاق يتم عبر
الهوية الرقمية. بل وهناك مقترحات لربط هوية

الطفل بهوية والديه منذ الولادة.  

وهذا يسهل الإجراءات، لكنه أيضًا قد يُستخدم
لحرمان أطفال من هويتهم بسبب نزاعات أبوية.  
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لذلك، يجب أن يُعتبر حق الطفل في الهوية
الرقمية حقًّا مستقلاً لا يتأثر بوضع والديه

القانوني.

---

### الفصل التاسع والثلاثون  

**الهوية الرقمية في الملكية الفكرية: من
الإبداع إلى الاستغلال**

كل محتوى يُنشر عبر الهوية الرقمية يُعتبر ملكًا
لصاحبها. لكن المنصات تحتفظ بحق استخدامه

للأبد.  
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لذلك، يجب أن يُعدّل قانون الملكية الفكرية
ليشمل "الملكية الرقمية"، وأن يُمنح المبدع
حق سحب محتواه من أي منصة متى شاء.

---

### الفصل الأربعون  

**الهوية الرقمية في الأمن القومي: بين
الحماية والقمع**

الدول تستخدم الهوية الرقمية لمكافحة الإرهاب،
لكنها أيضًا تستخدمها لقمع المعارضين.  
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ففي الصين، تُستخدم الهوية لمنع النشطاء من
السفر. وفي دول أخرى، تُستخدم لتعطيل

حساباتهم.  

لذلك، يجب أن تخضع استخدامات الهوية الرقمية
في الأمن القومي لرقابة قضائية مستقلة، وألا

تُستخدم إلا في حالات محددة بقانون.

### الفصل الحادي والأربعون  

**الهوية الرقمية في الفضاء السيبراني: سيادة
الدول أم حرية الأفراد؟**

في الفضاء السيبراني، لا وجود للحدود

142



الجغرافية. فحساب مستخدم في طوكيو قد يُدار
عبر خوادم في أمستردام، ويُستخدم للاحتيال
على شخص في بوينس آيرس. ومن هنا ينشأ
صراع جوهري بين **سيادة الدولة** و**حرية

الفرد**.  

فالدول تطالب بفرض قوانينها على الهويات
الرقمية التي تمر عبر أراضيها، حتى لو لم يكن

صاحبها مواطنًا فيها. بينما يرى الفقهاء أن الهوية
الرقمية يجب أن تخضع لقانون جنسية صاحبها،

وليس لمكان الخادم.  

والحل الوسط يكمن في مبدأ **"الضرر
المحلي"**: فالدولة التي يقع فيها الضرر هي
الأحق بالنظر، بغض النظر عن مكان الفاعل أو

الخادم. وهذا يحمي الضحية دون انتهاك سيادة
الدول الأخرى.
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---

### الفصل الثاني والأربعون  

**الهوية الرقمية في عصر إنترنت الأشياء:
عندما تصبح الأشياء شهودًا**

في عصر إنترنت الأشياء، لم تعد الهوية الرقمية
مرتبطة بالإنسان فقط، بل بكل جهاز يملكه:

ساعته الذكية، سيارته، ثلاجته، حتى نظارته.  

فكل جهاز يجمع بيانات عن سلوكه، ويبني هوية
سلوكية دقيقة. وهذه البيانات قد تُستخدم

كأدلة في المحاكم.  
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لكن السؤال القانوني هو: هل يملك الإنسان
حق حذف بيانات أجهزته؟ وهل يُعتبر تسجيل

هذه الأجهزة انتهاكًا للخصوصية؟  

الإجابة: نعم.  

ويجب أن يُمنح الفرد حق ملكية بيانات أجهزته،
وأن يُحظر استخدامها دون موافقته.

---

### الفصل الثالث والأربعون  

**الهوية الرقمية في الذكاء الاصطناعي
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التوليدي: من الاستخدام إلى الاستنساخ**

(Generative AI) الذكاء الاصطناعي التوليدي
قادر اليوم على خلق "نسخة رقمية" كاملة من

الإنسان بناءً على بياناته.  

فمن خلال منشوراتك، صورك، تعليقاتك، يمكن
لخوارزمية أن تبني نموذجًا يفكر ويتكلم نيابة

عنك.  

وهذا يطرح سؤالاً وجوديًّا: من يملك هذه
النسخة؟  

الإجابة: صاحب الهوية الأصلي.  
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ويجب أن يُجرّم إنشاء "ذات اصطناعية" دون
موافقة صريحة، وأن يُمنح الفرد حق حذفها متى

شاء.

---

### الفصل الرابع والأربعون  

**الهوية الرقمية في البلوك تشين: اللامركزية
مقابل الحماية**

تقنية البلوك تشين تتيح هوية رقمية لامركزية
(Self-Sovereign Identity)، حيث يتحكم الفرد

بهويته دون وسيط.  
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وهذا يعزز الحرية، لكنه أيضًا يصعب المساءلة.
فلو استخدم مجرم هوية لامركزية لارتكاب

جريمة، فمن يُحاسب؟  

لذلك، يجب أن تُدمج تقنية البلوك تشين مع
آليات رقابية تضمن عدم استخدام الهوية
اللامركزية في الأنشطة غير المشروعة.

---

### الفصل الخامس والأربعون  

**الهوية الرقمية في الحروب السيبرانية: سلاح
جديد في المعارك القديمة**
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في الحروب الحديثة، لم يعد السلاح نوويًّا أو
كيميائيًّا، بل رقميًّا. فسرقة هويات جنود، أو

تزييف هويات قادة، أصبح سلاحًا استراتيجيًّا.  

ولكن استخدام الهوية الرقمية كسلاح حربي
يهدد المدنيين أيضًا. ففي أوكرانيا، استُخدمت

هويات مدنية مسروقة لبث دعاية مضللة.  

لذلك، يجب أن تُضاف "جرائم الهوية الرقمية"
إلى اتفاقيات جنيف، باعتبارها جرائم حرب.

---

### الفصل السادس والأربعون  
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**الهوية الرقمية في الاقتصاد التشاركي: من
المشاركة إلى الاستغلال**

،(Airbnb ،مثل أوبر) في الاقتصاد التشاركي
تُستخدم الهوية الرقمية كضمان للثقة.  

لكن هذه الهوية نفسها تُستخدم لتقييم
المستخدم بشكل دائم، مما يخلق "نظام

سمعة" يصعب الهروب منه.  

لذلك، يجب أن يُمنح المستخدم حق حذف
تقييماته القديمة، وألا يُستخدم تاريخه الرقمي

كأداة تمييز.

---
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### الفصل السابع والأربعون  

**الهوية الرقمية في الثقافة الشعبية: من
الشهرة إلى التزييف**

المشاهير هم أكثر عرضة للاستغلال الرقمي.
فهوياتهم تُستخدم في إعلانات وهمية، أو

  .Deepfake مقاطع

وقد سُجلت حالات لمشاهير توفوا، ثم "أُحيوا"
رقميًّا للترويج لمنتجات.  

لذلك، يجب أن يُعتبر استخدام هوية المتوفى
جريمة، ما لم يُوصِ بذلك صراحةً.
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---

### الفصل الثامن والأربعون  

**الهوية الرقمية في الفلسفة القانونية: إعادة
تعريف الذات في العصر الرقمي**

أخيرًا، يعود السؤال إلى جذوره الفلسفية: من
هو الإنسان في العصر الرقمي؟  

هل هو جسده؟  

هل هو عقله؟  
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أم هو هويته الرقمية؟  

الفلسفة القانونية الحديثة تقول: الإنسان هو
مجموع كياناته.  

ولذلك، فإن حماية الهوية الرقمية ليست ترفًا
تقنيًّا،  

بل واجبًا وجوديًّا.  

فبدون هوية رقمية محمية،  

يصبح الإنسان مجرد بيانات قابلة للتملك.  

وبوجودها،  

يظل إنسانًا…  
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حتى في آخر نقطة في الشبكة.

### الفصل التاسع والأربعون  

**مشروع قانون نموذجي لحماية الهوية
الإنسانية الرقمية**

**الباب الأول: الأحكام العامة**  

**المادة 1**  

يُسمى هذا القانون "قانون حماية الهوية
الإنسانية الرقمية"، ويعمل به من تاريخ نشره.  

**المادة 2**  
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في تطبيق أحكام هذا القانون، يُقصد بالـ:

- **الهوية الإنسانية الرقمية**: مجموع
السمات التي تميز الشخص في الفضاء الرقمي،

بما في ذلك الاسم، الصورة، الصوت، البصمة
البيومترية، الأنماط السلوكية، والتمثيل

الافتراضي.

- **الذات الاصطناعية**: نموذج ذكاء اصطناعي
يمثل شخصًا دون إذنه.

- **التمثيل غير المرخص**: أي استخدام لهوية
الشخص الرقمية دون موافقته الصريحة.

**الباب الثاني: حقوق صاحب الهوية**  

**المادة 3**  

155



لكل إنسان الحق في:

أ. امتلاك هوية رقمية فريدة وغير قابلة
للتلاعب.  

ب. الموافقة الصريحة على أي استخدام لهويته
الرقمية.  

ج. حذف أو تصحيح أي تمثيل رقمي زائف
للذات.  

د. مقاضاة أي طرف يستخدم هويته دون إذنه.  

**المادة 4**  

يُعتبر استخدام الهوية الرقمية بعد وفاة صاحبها
جريمة، ما لم يُوصِ بذلك صراحةً.
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**الباب الثالث: التزامات الجهات المُعالجة**  

**المادة 5**  

على كل جهة تجمع الهوية الرقمية أن:

أ. تحصل على موافقة صريحة ومكتوبة.  

ب. تشفّر البيانات وتحميها.  

ج. تحذفها فور انتهاء الغرض منها.  

**المادة 6**  

تتحمل الجهة المعالجة المسؤولية الموضوعية
عن أي خرق، بغض النظر عن وجود خطأ منها.
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**الباب الرابع: الجرائم والعقوبات**  

**المادة 7**  

يُعاقب بالحبس مدة لا تقل عن ثلاث سنوات،
وبغرامة لا تقل عن مليون وحدة نقدية، كل من:

أ. سرق هوية رقمية.  

ب. أنشأ ذاتًا اصطناعية دون إذن.  

ج. باع هوية رقمية.  

**المادة 8**  

تُضاعف العقوبة إذا كان الضحية طفلًا أو شخصًا
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ذا إعاقة.

**الباب الخامس: الآليات التنفيذية**  

**المادة 9**  

تنشأ هيئة وطنية مستقلة لحماية الهوية
الرقمية، تتولى:

أ. تلقي الشكاوى.  

ب. إصدار أوامر الحذف العاجل.  

ج. فرض الغرامات.  

**المادة 10**  
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يُنشَأ سجل وطني للهويات المسروقة، يُبلّغ
عنه جميع الجهات ذات الصلة.

**الباب السادس: التعاون الدولي**  

**المادة 11**  

تعترف الدولة بالأحكام الصادرة في الدول الأطراف
المتعلقة بحماية الهوية الرقمية.  

**المادة 12**  

تتعاون السلطات الوطنية مع نظيراتها عبر آلية
تعاون قضائي سريع.

---
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### الفصل الخمسون  

**الختام العالمي**

لقد مرّ الإنسان بتحولات وجودية عديدة: من
القبيلة إلى الدولة، ومن الأمية إلى التعليم، ومن

العزلة إلى العولمة.  

واليوم، يمر بتحولٍ أعمق: من الوجود الجسدي
إلى الوجود الرقمي.  

وفي هذا التحوّل، لم يعد السؤال: "من أنا؟"  

بل: "من يملك هويتي؟"  
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فالهوية لم تعد مجرد اسم أو رقم.  

بل هي جوهر الوجود في العصر الرقمي.  

وإذا لم نحمِ هذه الهوية اليوم،  

فسنفقد غدًا حقنا في أن نكون أنفسنا.  

لذلك، فإن هذا الكتاب ليس دعوة لتنظيم
التكنولوجيا.  

بل هو نداء لحماية الإنسان.  

فلنحمِ الهوية الرقمية،  

ليس لأنها تقنية،  
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بل لأنها إنسان.  

---
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